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Abstract: The ability to refine transcriptional levels via active repression in an euchromatic context 

represents a critical regulatory process during development. While the molecular players of active 

repression are well described, their dynamics remain largely obscure. By monitoring expression dynamics 

of the pro-EMT developmental gene snail in Drosophila embryos, we uncovered and quantified the 

timescale of kinetic bottlenecks tuning transcription during repression. Repression is associated with the 

transition of the promoter from two states to a three-state regime, comprising two temporally distinct 

inactive periods. Surprisingly, repression occurs without abrupt changes in Pol II initiation rates. By 

monitoring nuclear Sna protein levels, we show that Sna-mediated repression operates with high 

cooperativity, a feature dictating the degree of cell-cell coordination in the imposition of repression. Our 

approach offers quantitative insights into the dynamics of repression mediated by short-range repressors 

and how their cooperativity may coordinate cell fate decisions within a tissue. 
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Introduction 

The selective adoption of specific cell fates 
critically depends on differential gene 
expression. Cells are specified through the 
concomitant transcriptional activation of key 
lineage specifying factors and the repression of 
alternative unwanted fates. This coordinated 
ON/OFF control of transcription is particularly 
important during the development of 
multicellular organisms where multipotent cells 
must choose distinct differentiation routes at 
specific timings and locations, in a coordinated 
manner. Thanks to functional genomics 
approaches, how the cis-regulatory code 
dictates the activation or silencing of 
developmental promoters is well-understood. 
Activating transcription factors typically bind to 
enhancers to elicit the recruitment of the 
preinitiation complex (PIC) and initiate 
transcription at the promoter. Conversely, 
downregulation of a gene is achieved via the 
action of repressors, transcription factors that 
recruit co-repressors to reduce or silence gene 
expression.  

Depending on their range of action, 

repressors and their partners can be categorized 

into long or short-range repressors. Some (co)-

repressors, such as Groucho/TLE, act over large 

distances and mediate long-range repression by 

silencing the entire locus. This mechanism 

generally involves the oligomerization of co-

repressors that contribute to the spreading of 

repression and a subsequent altered chromatin 

structure. In contrast, short-range repressors 

function locally within 50-150 bp, to inhibit the 

basal transcriptional machinery without 

interfering with more distantly bound 

activators1. Short-range repression has been 

well-characterized genetically in the early 

Drosophila embryo during patterning. 

Transcriptional repressors including Giant, 

Krüppel, Knirps and Snail have been shown to act 

locally by recruiting the conserved co-repressor 

CtBP2. At the molecular level, several 

mechanisms have been proposed, including a 

direct competition between activators and 

repressors for a shared DNA binding site or the 

‘quenching’ of closely located activators and 

members of the basal transcription machinery3. 

A third and non-exclusive mechanism is the 

recruitment of histone deacetylases (HDACs) by 

co-repressors, causing chromatin condensation 

and restricting access to the promoter. Many 

examples demonstrate CtBP-mediated 

repression requires interaction with HDAC1 in 

both vertebrates4 and invertebrates5 to control 

key cellular programs such as epithelial-to-

mesenchymal transitions, EMT6. 

While the identity of repressors and co-

repressors is well known, their impacts on the 

kinetics of transcription are much less described. 

Transcriptional bursting, characterized by 

alternating periods of activity and inactivity, is 

common to many promoters7. For such 

promoters, the mean RNA production is 

determined by the product of two parameters, 

the initiation rate in the active state and the 

probability of being in this state. Repressors can 

in principle gradually modulate these 

parameters, resulting in fine-tuning of 

repression rather than an all-or-nothing process. 

However, the kinetics of repression and which 

parameter(s) they modulate are still unknown. 

Two modes of transcriptional repression 

can be distinguished: the classical silencing in the 

context of hostile chromatin (heterochromatin) 

or reduction in the context of a euchromatic 

environment, referred to as active repression. 

Polycomb-mediated silencing via chromatin 

compaction is very well-documented, 

particularly at the Drosophila Hox locus8. In 

contrast, much less is known concerning active 

repression9. Yet, because of its fast 

establishment, reversibility, and capacity for 

gradual, partial reduction of expression, active 

repression stands as an optimal mode of gene 

expression control during periods of rapid 

decision-making such as during cell specification. 
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Active repression can be total, leading to 

gene silencing, or partial (transcriptional 

attenuation), in order to reduce expression 

levels. In both cases, active repression 

represents a critical layer of gene regulation. 

Failure of repression can lead to developmental 

defects and disease such as cancer, as 

exemplified by the regulation of the process of 

EMT. This fundamental cellular process is 

instructed by the conserved pro-EMT Snail gene 

family, composed of Snail/Slug, Twist and ZEB1, 

encoding both activators and repressors. Snail 

(Sna) is a zinc finger transcription factor primarily 

acting as a repressor but reported to also act as 

an activator in some contexts10. Regardless of 

the tissue examined, Sna plays a critical role for 

correct completion of EMT, as for example 

during Drosophila gastrulation or vertebrate 

neural tube formation11. Sna overexpression is 

sufficient to induce EMT12 and tumorigenesis 

(HCC, GC, BC, OC, melanoma)13. Sna levels 

correlate with the tumor grade and predict a 

poor prognosis in patients with metastatic 

cancers14,15. Thus, tuning Sna levels and the 

repression network induced by this repressor TF 

are functionally relevant. 

In this study, we use snail expression 

dynamics as a paradigm to uncover how active 

repression, mediated by the Sna short-range 

repressor, can be imposed within a developing 

tissue. We take advantage of the power of 

quantitative live imaging to monitor endogenous 

sna transcription and protein dynamics in single 

nuclei prior to a major developmental decision, 

EMT. Using novel theoretical approaches, we 

uncovered and quantified the timescale of the 

kinetic bottlenecks tuning transcription during 

repression. Based on experimental 

measurements, we developed a minimal 

stochastic model of repression. Numerical 

simulations suggest that coordinated repression 

within a tissue relies on repressor TF 

cooperativity. 

 

Results 

Monitoring transcriptional repression in vivo 

To decode the dynamics of transcriptional 

repression, we focused on a model gene, sna, 

which undergoes partial repression in the early 

blastoderm embryo. This gene encodes a key TF, 

instructing the mesodermal fate and subsequent 

EMT prior to gastrulation. Consistent with 

previous reports16, we confirmed by smFISH that 

transcriptional activity reduces across nuclear 

cycle 14 (nc14) (Figure 1G-H). Critically, activity 

is not completely silenced but instead is only 

attenuated. This significant transcriptional 

attenuation but not silencing gives us the 

opportunity to explore the mechanisms and 

dynamics of repression in the context of active 

chromatin, in natural physiological conditions.  

To examine the endogenous dynamics of 

snail expression in real time, we inserted a 

24xMS2 stem-loop cassette17 into the 3’ UTR of 

the endogenous snail gene using CRISPR-

mediated recombination (snaMS2; Figure 1A, 

Supplementary Movie 1). The resulting flies are 

homozygous viable, indicating the MS2 insertion 

does not obviously perturb the gene function. 

Moreover, we confirmed that the MS2 reporter 

expression overlapped the endogenous sna 

signal using smFISH (Supplementary Figure 1). 

To image transcription, a protein binding 

the MS2 step loops fused to GFP (MCP-GFP) is 

maternally provided, along with a fluorescently-

tagged histone (His2A-RFP). In combination with 

the paternally provided snailMS2 allele, 

transcription is visible as bright nuclear foci 

within the nuclei. Signal intensity was retrieved 

in 3D and tracked through nc13 and nc14, using 

mitosis as a temporal ‘time-zero’ reference for 

each nuclear cycle.  

Snail transcription has both stationary and non-

stationary regimes 
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We began by characterizing the dynamics 

of endogenous sna transcription at the single 

nucleus level. Transcription is detectable in living 

embryos as early as nc11, although earlier 

activation cannot be ruled out (Figure 1B). In 

nc13, transcription synchronously reactivates 

shortly after mitosis and exhibits a high level of 

activity, with most nuclei remaining stably active 

throughout the cycle (Figure 1C-E). Like nc13, 

reactivation after mitosis in nc14 is rapid and 

synchronous (Figure 1C, Supplementary Figure 

1). In contrast, activation is not maintained and 

instead declined after a short plateau (Figure 

1C,D, Supplementary Figure 1). This change of 

regime and transcriptional attenuation is 

reflected in the individual nuclear traces as well, 

where TS intensity declined after peaking 

without completely vanishing (Figure 1F, 

Supplementary Figure 1). Thus, it appears that 

while sna transcriptional activity is stable and 

steady in nc13 (Figure 1D), it undergoes rapid 

evolution in nc14 and is therefore operating in a 

non-stationary regime. 

To access the underlying kinetic 

parameters driving sna expression, we employed 

our previously developed deconvolution 

pipeline18–20 that converts single nuclei MS2-

MCP-GFP signal into a choreography of Pol II 

initiation events (Figure 2A-B). Critically, this 

process does not rely on the arbitrary 

assignment of bursts to the signal and is valid for 

both stationary and non-stationary signals. 

In brief, we consider that the intensity 

trace of each spot is a convolution of multiple 

concurrently transcribing polymerases and 

model the contribution of a single polymerase, 

assuming full processivity, constant speed and a 

negligible retention time at the transcription site 

(see methods). To estimate the dwell time 

comprising Pol II elongation and transcript 

retention at the TS, we used signal 

autocorrelation21 (Supplementary Figure 2) and 

published Pol II speed measurements22.  

We then extracted the waiting times 

between polymerase initiation events for each 

individual nucleus (Supplementary Figure 3). We 

quantified the mean waiting time between 

polymerase initiation events (<τ>) in a sliding 

window across a given nuclear cycle 

(Supplementary Figure 3). The mean waiting 

time <τ> is directly related to the product of pON, 

or the probability to be in a productive state, and 

kini, or the initiation rate. Importantly, <τ> cannot 

provide pON or kini independently but can only 

describe the relationship between the two 

values. While this value appears stable in all 

window positions across nc13, it is clearly 

unstable in nc14 (Figure 2C-D). We therefore 

conclude that snail transcription kinetics exhibits 

two distinct temporal regimes, a time 

homogeneous behaviour in nc13, followed by a 

period in nc14 during which transcription rates 

are not homogeneous in time.  

Active transcription employs a two-state 

promoter switching dynamic while repression 

induces a third state 

In our previous works, we utilized the 

survival function of the waiting times between 

polymerase initiation events (defined as the 

complementary cumulative distribution 

function) to infer transcription kinetics from live 

imaging data18–20. Although the application of a 

survival function can be extended to non-

stationary signals, our solutions for the inverse 

problem of determining kinetic models from 

data are valid under the assumption of 

stationarity. Similarly, alternative methods like 

Hidden Markov Models (HMMs) and 

autocorrelation models were also designed with 

this stationarity assumption23–25. In nc13, the 

signal is time homogeneous, and thus we could 

employ the survival function approach to extract 

kinetic parameters. The stationarity assumption 

does not hold for nc14, where the transcription 

kinetic parameters are time-dependent because 

repression builds in progressively.  
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While we cannot apply the survival 

function method to the entire signal, we sought 

to identify a time at which stable repression is 

established by applying a Bayesian change point 

detection (BCPD) algorithm26 (see Methods and 

Supplementary Figure 4). Importantly, the 

window corresponding to stable repression 

shows a time homogeneous signal (Figure 2D’) 

and can be thus analysed using the survival 

function method to extract bursting kinetics.  

To uncover sna transcription kinetics, and 

particularly its multiscale bursting, we compared 

the dynamics in two clearly distinct timings, nc13 

(activation) and the effective repression in 14 

that we extracted using BCPD. 

In both cases, we performed parametric 

estimates of the empirical survival function using 

two- and three-exponential models. During 

activation, we found that a simple two-

exponential fitting was able to reliably capture 

the data (Figure 2E, Supplementary Table 4). A 

two-exponential fitting corresponds to the 

simple ‘telegraph’ model of transcription, where 

a promoter switches between a non-permissive 

OFF state and a competent ON state, from which 

polymerase can be released into the gene 

body27. This result is consistent with the 

dynamics of the sna promoter when examined in 

a transgenic context with a unique minimal 

enhancer20. 

The parameters of the waiting time fitting 

provide the characteristic probabilities and 

durations of the ON and OFF states in nc13. The 

ON state is relatively highly probable at 0.61, 

with a duration of 142 seconds (Figure 2G). The 

OFF state has a probability of 0.39 and a duration 

of 91 seconds. We note that while the OFF state 

may seem incongruent with the stable activity 

visually apparent in Supplementary Movie 1, the 

non-productive state can be partially ‘hidden’ by 

the persistence of the MS2 signal from 

previously initiated polymerases. In the ON 

state, one polymerase is released into 

productive elongation approximately every 3 

seconds. Collectively, our data demonstrate that 

snail can maintain a high level of transcriptional 

activity using a two-state kinetic regime.  

In contrast to these dynamics, during 

stable repression, snail transcription undertakes 

a different kinetic regime. Indeed, the 

distribution of waiting times between 

polymerase initiation events clearly shows that a 

two-state fitting is not sufficient to capture the 

data but requires a three-state fitting (Figure 

2F,F’, Supplementary Table 4). This distribution 

also shows two distinct temporal scales of Pol II 

waiting times during repression, one in the order 

of minutes (OFF1) and one in the order of 

seconds (OFF2)(Figure 2H).  

Various three-state topologies can be 

envisaged, such as a consecutive OFF state (stair) 

model or a non-consecutive model with 

alternative routes to distinct OFF states (for 

example, non-obligatory pausing), as shown 

previously by our lab and others28,29. We were 

unable to statistically differentiate between a 

topology where transcription passes 

systematically through sequential non-

productive states and a topology where the two 

non-productive states are non-sequential and 

transit directly between them is not permitted 

(Supplementary Figure 5). While these 

topologies produce statistically equivalent MS2 

signals, they provide slightly different values for 

the probabilities and durations of each inactive 

state (Supplementary Table 4). The probability 

and duration of the active state, as well as the 

initiation rate are however well-determined and 

consistent across all possible models.  

In comparing the kinetic regimes of the 

active nc13 (Figure 2, Supplementary Table 4) 

and repression phase in nc14, no significant 

change in the initiation rate of RNA Polymerase 

II was observed (Supplementary Table 4). 

However, during repression, the probability of 

the ON state decreased from 0.39 to 0.09 and 
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the duration from 142s to 8s. Additionally, the 

duration of the long OFF (OFF1) increased from 

91 to 956 s. Together, these indicate that 

repression is associated with an increase in the 

number and duration of the non-productive 

states and a reduction in the duration and 

probability of the productive state, but not with 

a change in polymerase initiation rate. 

 Moreover, the timescales of the two 

inactive states observed during repression (OFF1 

and OFF2) are distinct from the lifetime of the 

unique OFF state obtained during activation in 

nc13. The duration of OFF2 is shorter than of OFF 

during activation, while OFF1 is longer than the 

inactive promoter state during activation. During 

sna activation, transcription operates via a 

simple 2 state regime, comprising a unique OFF 

state, which we and others have related to PIC 

disassembly. Indeed, mutations in the TATA box 

of core promoters, known to affect PIC stability, 

decrease the duration of the competent ON 

state, at the expense of the OFF state19,20,30,31. 

Because the PIC disassembled state must be 

present during both activation and repression, 

and because this inactive state cannot be 

shortened by the action of a repressor, we 

hypothesise that the short OFF state observed 

during repression (OFF2) cannot correspond to 

the PIC disassembled state. We therefore 

propose that during repression, OFF1 may 

reflect the PIC disassembled state while the 

shorter OFF2 may correspond to the binding of a 

repressor. With such an interpretation of 

promoter states, our data suggest that during 

sna repression, the lifetime of the PIC 

disassembled state significantly increases (by 

one order of magnitude). We note that the 

lifetime of the repressor-bound putative state, 

OFF2 (22 seconds) is compatible with the typical 

residence time of transcription factors32. 

 

Exploring the interplay between repression and 

polymerase pausing 

We and others have observed that 

promoter proximal pausing can lead to the 

regulation of transcription through additional 

inactive promoter states19,20,30. Based on our 

previous work, we have proposed a non-

systematic model of pausing, whereby only a 

subset of initiated Pol II would enter into a 

paused state (Supplementary Figure 5). 

Moreover, the snail promoter has been shown to 

progressively acquire pausing33–35 at a timing 

concordant with that of stable sna repression. 

We therefore questioned whether snail 

repression was regulated at the level of 

promoter pausing.  

Multiple factors control the entry of 

polymerase into a paused state and its release 

from this state. Among them, RNA Polymerase II-

associated factor 1 (Paf1, also known as 

antimeros in Drosophila), plays a critical role in 

regulating pausing along with other functions 

during elongation36. Reducing Paf1 levels, 

through classical knockdown, acute degradation, 

or a small molecule inhibitor resulted in 

augmented pause release genome-wide36–39. 

Based on these studies, we reasoned that a 

depletion of Paf1 in Drosophila embryos would 

diminish pausing and favor pause release, thus 

possibly affecting transcriptional repression. 

To investigate how repression dynamics 

would be impacted by promoter proximal 

pausing, we quantified snail transcription 

dynamics in embryos maternally depleted for 

Paf1 (Figure 3, Supplementary Figure 6). We 

employed two distinct RNAi strategies targeting 

a core component of the Paf1 complex (Paf1-iA 

and Paf1-iB; Supplementary Movies 2-4). 

Efficiency of knock-down was verified by qPCR 

(Supplementary Figure 6) and indicates the 

depletion of ~70% of the Paf1 maternal pool. 

Paf1-iA embryos showed similar post-mitotic 

reactivation compared to white-i controls 

(Figure 3B), but sustained transcription for 

longer and at a higher intensity (Figure 3B,C). 
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Both RNAi approaches caused a substantial 

reduction in the level of snail repression in nc14 

(Figure 3B,C). 

During the repression phase, we observe 

that transcription is regulated by three promoter 

states, comprising two inactive states, a short 

and longer-lived inactive state. We hypothesized 

that if one of these inactive states was linked to 

promoter proximal pausing, it should be affected 

when pausing is perturbed. Indeed, in a previous 

work we observed a switching from a three-state 

dynamic to a two-state upon perturbing pausing 

in cis or in trans20. Thus, we tested if perturbing 

pausing would switch snail repression dynamics 

to a simple two-state model. 

Using BCPD, we could isolate a window of 

stable transcription in nc14 corresponding to 

stable repression of snail, in both Paf1-iA 

conditions and in white-i control. By applying our 

fitting procedure to this specific temporal 

window, we observe that the sna promoter 

dynamics cannot be accurately captured by a 

simple ON/OFF two-state regime (Figure 3D-F) 

upon Paf1 depletion. Thus, when promoter 

pausing is perturbed, active repression still 

comprises three rate-limiting steps, including 

two inactive states. 

To confirm these results, we employed an 

orthogonal genetic approach in which the 

release of paused polymerase into productive 

elongation was favored. Pause release requires 

the phosphorylation of Pol II CTD and the NELF 

complex by P-TEFb, a kinase-cyclin pair 

composed of Cyclin T (CycT) and Cdk940. In an 

attempt to favor pause release, we 

overexpressed Cyclin T with the UAS/Gal4 

system41, leading to a 5.5-fold increase in its 

levels (Supplementary Figure 7). Next, we 

monitored sna transcription dynamics in this 

Cyclin T over-expression context 

(Supplementary Movies 5-6). While sna 

activation in early nc14 is not affected by 

overexpression of Cyclin T, sna repression 

appears to be slightly delayed (Figure 3G,H). 

Thus, two distinct genetic approaches favoring 

pause release (knockdown of Paf1 or 

overexpression of Cyclin T) affect, albeit 

modestly, the timing of sna repression. 

Moreover, upon Cyclin T overexpression, long 

inactive periods between polymerase are still 

observed (Supplementary Figure 7) and the 

distribution of Pol II waiting time cannot be fitted 

by a simple two state model (ON/OFF) (Figure 3I-

J). Thus, affecting pause release by two distinct 

approaches does not affect the number of rate-

limiting steps regulating snail during active 

repression. In all genetic contexts examined, 

snail transcription during the repressive phase 

appears to be regulated by three promoter 

states (ON, OFF1 and OFF2).  

Collectively these results suggest that 

during repression, a promoter switches between 

three temporally distinct states: a competent ON 

state, from which Pol II initiates at a given rate, 

and two inactive states, a short second-scale and 

a longer minute-scale state. Because the three-

state promoter topology persists in conditions 

where pause release is favored, we conclude 

that the extra rate-limiting step present during 

repression cannot be obviously attributed to a 

paused state. Instead, we hypothesized that the 

extra rate limiting state could correspond to the 

recruitment of a repressor and next investigated 

its identity. 

 

Snail-mediated active repression involves Sna 

cooperative action 

As Snail protein has been shown to 

directly repress neuroectodermal genes in the 

mesoderm42,43, we hypothesized that the 

reduction in sna transcription could be caused by 

Snail protein itself. Snail is known to bind to snail 

enhancers44 and genetic perturbations indeed 

point to Sna action via a negative feedback 

loop16. To examine the dynamics of Sna protein 
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endogenously, we employed the LlamaTag 

system and created a CRISPR snailLlama allele 

(snaLlama; Figure 4A,B).  

The LlamaTag system45 relies on the 

addition of a small nanobody tag to a protein of 

interest and the presence of a free fluorescent 

detector. Maternally-deposited free GFP in the 

embryo is captured by the mature nanobody, 

and the bound fluorescent complex provides a 

readout of protein localization and levels 

without the complexity of delayed fluorophore 

maturation.  

The snaLlama CRISPR allele allowed us to 

quantify with a high spatio-temporal resolution 

the levels of endogenous Sna nuclear protein 

across nc13 and nc14 (Figure 4C,E-F). Despite the 

high levels of sna transcripts accumulating as 

early as nc11 (Figure 1B)46, stable nuclear 

accumulation of Sna protein was detected 

beginning in nc13 (Figure 4C). By comparing 

signal within the mesoderm to that in a 

neighboring tissue where sna is not expressed 

(neurogenic ectoderm, Figure 4D,D’), we could 

see that Sna nuclear protein levels in nc13 were 

only slightly above this background level (Figure 

4E). In contrast, in nc14 the levels of nuclear Snail 

continuously increase in the presumptive 

mesoderm relative to the neurogenic ectoderm 

(Figure 4F). Consistent with the idea that Snail 

represses its own transcription by binding 

directly to its own enhancers44, we observed an 

anticorrelation between snail endogenous 

transcription rates and Sna protein levels (Figure 

4G). 

Next, we sought to compare the dynamics 

of Sna-mediated repression between two 

targets, sna itself and another known target, the 

gene short gastrulation (sog, homolog of 

Chordin) (Figure 5A,B). We used a previously 

characterized sogMS2 CRISPR allele47 and 

performed live imaging in the mesoderm in 

nc14. Like sna, sog is expressed in the 

presumptive mesoderm in early nc14 but then 

undergoes rapid repression by Sna48 (Figure 5D). 

MS2-MCP fluorescent signal from sog promoter 

was analyzed in the same manner as the sna 

signal to retrieve overall transcription rates. We 

used the BCPD method to isolate windows of 

stable repression and plotted the time of stable 

repression onset in each individual (Figure 5E,G). 

We found that repression was much more 

coordinated for sog than for sna, as 

demonstrated by the breadth of repression 

onset times for each gene (Figure 5E,G).  

Importantly, the relationship between 

mRNA production and protein levels can be 

fitted with small residuals by a non-linear 

function. The sigmoidal shape of the pON·kini 

graph (Figure 5F, colored line) suggests the use 

of a Hill function for the fit. The Hill coefficient 

for sna during nc14 was 6.07±0.30, (Figure 5F). 

Similarly, the relationship between input Sna 

protein and output sog transcription can be 

fitted with a Hill function with a high Hill 

coefficient (~7.6±0.55). However, in this case, 

the residuals from the Hill function are relatively 

high (Figure 5H), suggesting that the Hill function 

model may be too simplistic, and that Snail 

protein is not the sole repressor of sog, as has 

been noted by others49. 

Collectively, the relatively high Hill 

coefficients indicate that Snail protein may act 

cooperatively to elicit repression on its own cis-

regulatory regions or on sog enhancers. We note 

however, that the Hill function model is purely 

phenomenological and does not account for the 

details of the underlying mechanism.  

In order to gain quantitative insights into 

the relation between Snail-mediated repression 

and transcriptional bursting, we developed a 

minimal stochastic model. Based on our 

experimental results, we used a three-state 

promoter model, comprising two 

transcriptionally inactive states (OFF1) and 

(OFF2) and one permissive (ON) state (Figure 

6A). As we notice (Supplementary Table 4) that 
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the parameter k1
m (transition rate from ON to 

OFF1) remains constant between the nc13 active 

regime and the BCPD-isolated repressed regime 

in nc14, while the parameter k1
p (transition rate 

from OFF1 to ON) corresponds to long 

timescales (91s and 956s in active and repressed 

regimes, respectively), we associate the OFF1 

state to the PIC in our model while OFF2, that has 

a short lifetime in the repressed regime (22s) is 

associated to the repressor binding. As for the 

parameter k1
p and the rest of the parameters 

that vary from active to repressed regimes (k2
m 

and k2
p), we hypothesized that they depend on 

the concentration of the repressor Sna. 

Furthermore, the repressor-dependent state 

(OFF2) is not accessible, therefore the 

corresponding rate leading to this state is 

vanishing (k2
m= 0) and the three-state model 

functions as a two-state telegraph model in the 

absence of Sna (Figure 6A). Interestingly, our 

model predicts that, while the lifetime of the PIC 

disassembled state (OFF1) undergoes a change 

of one order of magnitude (parameter k1
p), the 

lifetime of OFF2 changes very little when 

transitioning from the active to the repressed 

regime (parameter k2
p) (Figure 6B, see 

Methods).  

We used Hill functions to model the 

dependence between the transition rates and 

the Sna protein concentration (Figure 6C, C’). 

The parameters were chosen according to the 

switching parameters obtained from the nc13 

active phase in the active regime of the model, 

and the BCPD-derived repressed phase of nc14 

in the repressed regime of the model (Figure 6C’, 

see Methods). To approximate the model more 

closely to experimental data, we also 

incorporated the post-mitotic lag time obtained 

from the MS2 data. Gillespie simulations were 

used to generate synthetic nascent RNA data for 

this model. After parameter fitting, the model 

recapitulates the observed behaviour of mean 

repression in nc14 (Figure 6D) and the 

distribution of the repression onset time within 

the mesodermal population (Figure 6E). We 

should note that after imposing the active and 

repressed phase parameter values, our model 

remained with only three free parameters that 

were fitted using the experimental pON.kini data 

only. The good agreement between the 

predicted and experimental repression onset 

time distributions validates the model. 

Next, we investigated the model behavior 

for different sets of parameters of the Hill 

function. We considered the coordination of 

repression by describing the half-width, which 

describes where the distribution of the 

repression onset time reaches half of its 

maximum amplitude and determining the width 

of this region (Figure 6F), which was 9.3 minutes 

for sna. Interestingly, for Hill coefficients 

immediately smaller than the values obtained 

from experimental data, the distribution of the 

repression onset time becomes much broader 

(ie. the half-width is larger), implying a lack of 

inter-nuclear coordination of repression (Figure 

6G). In general, for a fixed theta value, which 

represents here the threshold of half 

concentration of protein needed to switch into 

repression, the distribution of the repression 

onset time narrows as the Hill index increases 

(Figure 6H). Further, the repression onset time 

decreases as  decreases for a fixed Hill 

coefficient.  This suggests a monotonic relation 

between Sna cooperativity, protein level, and 

the synchrony of repression between nuclei.  

Discussion 

Understanding the mechanisms by which 

gene transcription is dynamically attenuated 

within a developing tissue is a fundamental 

question. Here we use live imaging and 

mathematical modeling to quantitatively 

address this question in the context of 

Drosophila early development. We focus on snail 

as a model gene to extract the kinetics of 

promoter switching during active repression, as 

well as the dynamics of the short-range 
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repressor protein it encodes. By monitoring 

nascent mRNA and protein levels from 

endogenous loci in live embryos, we unveil four 

main features of active repression: (1) active 

repression operates via three promoter states 

comprised of a competent ON state and two 

temporally distinct OFF states; (2) active 

repression does not modulate Polymerase 

initiation rates; (3) Snail protein acts 

cooperatively to regulate its target genes and (4) 

the inter-nuclear coordination of active 

repression is augmented by a high degree of 

repressor cooperativity.  

 

Transcription kinetics during active repression 

The analysis of distribution of waiting 

times between polymerase during the 

repression phase revealed the existence of two 

distinct OFF periods, one in the range of seconds 

and a prolonged one in the range of minutes. A 

promoter experiencing active repression 

appears to switch between three rate- limiting 

steps: a competent active ON state, and two OFF 

states. In a previous work with synthetic 

transgenes, we observed that pausing could 

create an extra rate-limiting step in promoter 

states20. In this study, we show another example 

of regulation by three promoter states, but here 

the extra rate-limiting promoter state does not 

appear to be obviously linked to paused 

polymerase. Instead, we believe that this extra 

state represents the action of a repressor, 

hypothesized here to be the short-range 

repressor Snail. Indeed, this supplementary 

kinetic bottleneck (short OFF state) is not 

present in earlier development where snail 

transcription is at maximum capacity. Our 

finding that repression is associated with long-

lived inactive states are consistent with a recent 

study quantifying the transcriptional response to 

the repression mediated by Knirps50. 

The fact that affecting pausing does not 

obviously change the number of promoter states 

and only modestly delays repression was 

unexpected. Pausing is often seen as an entry 

point to rapidly impose a transcriptional 

response to stimuli51,52. The stimulus generally 

leads to a positive response as exemplified by 

enhanced transcription with heat shock, but it 

could in principle also be envisaged as a window 

of opportunity to impose rapid repression. 

Although mechanistically very different from 

pausing, it has been previously demonstrated 

that repressors take advantage of transient 

breaks in transcription at mitosis to impose 

repression53. Moreover, a functional relationship 

between pausing factors and Gro-mediated 

repression has been proposed in Drosophila 

cells54,55. Whether, similarly to Gro/TLE, Sna 

major co-repressor Ctbp can also affect pause 

release, remains to be investigated, but our 

results don’t show that pausing significantly 

affects Sna-mediated repression in embryos. 

Thus, the relationship between active repression 

and pausing still remains an open question. 

In simple terms, the mean mRNA 

production is determined by the product of two 

parameters, the initiation rate in the active state 

(kini) and the probability of being in this state 

(pON). In principle repression could affect both of 

these variables. However, our results 

demonstrate that repression occurs by primarily 

tuning pON and does not affect Pol II initiation 

rates. Numerous studies now show that Pol II 

initiation rates are relatively constant and are of 

the same order of magnitude across promoters, 

tissues, and species7,56–58. Our results are also 

consistent with existing quantifications for gap 

genes and their target in the Drosophila embryo 

that show a constant and stable Pol II initiation 

rate along the A/P axis59,60. We note however 

that a recent work examining dosage 

compensation in Drosophila suggests that the 

transcriptional hyperactivation observed in 

males can in part be mediated by a modest 
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increase in Pol II initiation rates61. However, this 

effect appears to be gene-specific and not a 

general phenomenon.  

Our quantitative study provides 

knowledge on the number and timescale of the 

key rate-limiting steps regulating transcription, 

when a promoter is activated or repressed. The 

molecular nature of these rate-limiting steps can 

only be an interpretation. Because of the 

timescale and the comparison between 

activation and repression and thanks to our 

mathematical model and simulations, we 

propose that the shorter OFF2 state, apparent 

only in repression, corresponds to a repressor-

bound state. While the residence time of specific 

repressors has yet to be detailed in vivo, it is 

well-demonstrated that activating transcription 

factors remain bound to DNA for up to tens of 

seconds32 in both Drosophila and vertebrates, 

consistent with the duration of the OFF2 state. 

However, it is unclear what impact the highly 

cooperative nature of Sna repression has on its 

binding/unbinding dynamics. Sna binding sites 

cluster closely in the sna and sog cis-regulatory 

regions (Supplementary Figure 8), which could 

foster cooperative interactions leading rapidly to 

high repressor presence on sequence. We also 

find that, contrary to binding (described by the 

parameter k1
m), the unbinding of the repressor 

(described by the parameter k1
p) does not 

depend on binding site occupancy (Figure 6B), 

suggesting that repressor unbinding consists of 

independent, affinity-controlled events. 

However, further mechanistic investigation 

remains to be performed to understand 

precisely how Sna binding site occupancy forms, 

blocks transcription, and breaks down.  

 

Snail-mediated repression: a cooperative action 

The cooperativity of repression manifests as a 

steep response of RNA production to protein 

concentration. Our mathematical model 

suggests that the high degree of cooperativity 

governing Sna-mediated repression might have 

been selected to ensure optimal inter-nuclear 

coordination of repression within a tissue.  

It is well-demonstrated that transcription factors 
cooperate to bind to DNA62. Multiple examples 
point to the cooperative action of a 
combinatorial set of TFs to activate or silence cis-
regulatory elements, but the underlying 
mechanisms remain unclear. Moreover, while 
recent advances in artificial intelligence allow 
the predictions of enhancer logic/grammar and 
even the de novo building of synthetic 
enhancers63,64, these in silico approaches are not 
yet able to quantitatively measure or predict 
cooperativity. Here, by directly measuring the 
relationship between protein input and 
transcriptional output in live embryos, we 
provide a quantitative estimation of 
cooperativity. By examining two transcriptional 
targets, snail and sog, expressed in the same 
tissue at a similar developmental state, we 
obtained an estimation of Sna-mediated 
cooperativity, with Hill coefficients in the range 
of 6 and 7.6 for sna and sog respectively.   
 
Cooperativity between transcription factors 
ranges from a Hill coefficient of 1.5-2 for most 
E.coli transcription factors65 and the yeast GAL4 
protein66 to higher coefficient values in 
Drosophila. Recent work revealed a Hill 
coefficient of 3.3 for ftz67, 6.4 for Hunchback68,69, 
7 for Bicoid70, and 6.58 for another repressor 
Knirps50 in the Drosophila blastoderm embryo. 
Although at the descriptive stage, these in vivo 
datasets represent a first important step 
towards a quantitative understanding of TF 
collective action at an enhancer. 
 
Cooperativity can occur through physical 
protein-protein interactions, which imposes a 
certain arrangement of TF binding sites, but can 
also be achieved with more flexible 
arrangements in the absence of physical 
interactions62. Cooperativity can indeed rely on a 
local change in DNA structure71 or can be 
mediated through competition with 
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nucleosomes72. In this latter model of 
nucleosome-mediated cooperativity, the 
cooperative binding of multiple TFs within a 
range of 150-200bp outcompete a nucleosome 
to evict it from an enhancer, something readily 
observed in the arrangement of Sna binding sites 
in the sna and sog enhancers (Supplementary 
Figure 8). In principle all of these modes of 
cooperativity (DNA mediated, TF-TF interaction 
or nucleosome-mediated) can lead to a high Hill 
coefficient. The use of multiple modes of 
cooperativity during active repression may play 
a role in a gene’s capacity to ensure rapid, abrupt 
but coordinated changes in transcription levels. 
 
Future investigations, including promising single 
molecule approaches such as single molecule 
footprinting assays73 coupled to theoretical 
models74 will be required to elucidate which TF 
co-occupy the same enhancer in vivo. Such TF co-
occupancy mapping would be greatly enhanced 
by the quantification of TF binding kinetics. 
Recent advances in single molecule imaging, 
including the exciting possibility of imaging 
temporally-evolving repressor ‘hubs’75,76, 
promise encouraging future insights. 
 

In summary, by monitoring transcription and 

nuclear transcription factor levels in a 

developing embryo undergoing cell fate 

decisions, we have uncovered kinetic 

bottlenecks governing repression. Combining 

experimental measurements with theoretical 

exploration allowed us to reveal and quantify 

cooperativity in Snail-mediated repression and 

identify the steps in the transcription cycle that 

repressors act upon. Recent advances in genome 

editing and imaging have allowed the 

deployment of quantitative imaging techniques 

in more complex organisms. Looking ahead, we 

expect that this framework of analysis and the 

results presented in this study will set a 

foundation for understanding repression 

dynamics in these more complex vertebrate 

models of development. 

 

Data availability 

BurstDECONV source code is available through 

Github at 

https://github.com/oradules/BurstDECONV, 

also on Zenodo at 

https://zenodo.org/record/7443044. 

SegmentTrack is available via github at 

https://github.com/ant-

trullo/SegmentTrack_v4.0) and the special post-

processing tool for this study is available at 

https://github.com/ant-trullo/SpotsFiltersTool. 

The BCPD algorithm is available via github at 

https://github.com/mariadouaihy/BCPD_inhom

ogeneous_transcriptional_signal. The stochastic 

model simulation code is available via github at 

https://github.com/mariadouaihy/stochastic_tr

anscriptional_model. 
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Methods 

Fly Husbandry 

All crosses were maintained at 25°C. Transgenic and CRISPR lines were maintained as homozygous stocks. 

For live imaging of single MS2 allele crosses, homozygous males carrying the allele of interest were crossed 

with homozygous females bearing a nos>MCP-eGFP-His2Av-mRFP transgene. For live imaging of RNAi and 

overexpression experiments, homozygous males carrying matα>gal4 ; nos>gal4, nos>MCP-eGFP-His2Av-

mRFP were crossed with homozygous females bearing the RNAi or overexpression transgene of interest. 

F1 virgin females were then crossed to males bearing the snaMS2 allele. For imaging of SnailLlama, yw; 

P{w[+mC] = EGFP-STOP-bcd} (hereafter named bcd>GFP45) was crossed to His2A-RFPt/CyO, followed by 

crossing of F1 virgin females to males bearing the snailLlama allele. To image SnailLlama / snail-MS2 crosses, 

female bcd>GFP; nos>MCP-RFPt females were crossed to snail-MS2 males, and the resulting F1 virgin 

females were crossed to males carrying the snailLlama allele.  

Generation of CRISPR knock-ins 

Guide RNA sequences were selected using the CRISPR Optimal Target Finder site and cloned into pCFD3-

dU6:3gRNA. The guide RNA sequences are listed in Supplementary Table 1. To create the sna24xMS2 

allele, a CRISPR recombination matrix comprised of a homology arm upstream of the 3’ UTR, a 24xMS2 

stem loop sequence (derived from Bertrand et al., 1998), a floxed 3xP3-dsRed selection cassette and a 

downstream homology arm. All genomic DNA was amplified using Phusion polymerase (Invitrogen), and 

the repair matrix was assembled in pBluescript-II SK(+). To create the snailLlama allele, a CRISPR 

recombination matrix comprised of an 850bp genomic homology arm upstream of the stop codon of sna 

followed by a flexible linker and Drosophila-optimized GFP-targeting nanobody, the genomic Drosophila 

3’ UTR, a floxed 3xP3-dsRed selection cassette, and a 900bp genomic downstream homology arm. All 

genomic DNA was amplified using Phusion polymerase (Invitrogen), and the repair matrix was assembled 

in pBluescript-II SK(+). All matrices were sequenced prior to injection. Injections were performed by the 

Drosophila Transgenesis Facility (Centro de Biología Molecular Severo Ochoa, Madrid) and FlyORF 

(Zurich). All stocks are homozygous viable with no observable viability defects.  

Live Imaging  

Embryos were permitted to lay for 2 h prior to mounting for live imaging. Embryos were hand-

dechorionated using tape and mounted on a hydrophobic membrane prior to oil immersion to prevent 

desiccation, followed by the addition of a coverslip. Live imaging of MS2 embryos was performed with an 

LSM 880 with Airyscan module (Zeiss). Z-stacks comprised of 30 planes with a spacing of 0.5 μm were 

acquired at a time resolution of 4.64s (snaMS2) or 6.35s (sogMS2) in fast Airyscan mode with laser power 

measured and maintained across embryos using a ThorLabs PM100 optical power meter (ThorLabs Inc.). 

All wild type background snaMS2 movies were performed with the following settings: GFP excitation by a 

488-nm laser (6uW with 10x objective) and RFP excitation by a 561 nm were captured on a GaAsP-PMT 

array with an Airyscan detector using a 40x Plan Apo oil lens (NA = 1.3) and a 2.5x zoom on the ventral 

region of the embryo centered (25 m) on the presumptive ventral midline. Resolution was 640x640 

pixels with bidirectional scanning. All sogMS2 movies were performed with the following settings: GFP 

excitation by a 488-nm (4.9uW with 10x objective) laser and RFP excitation by a 561 nm were captured 

on a GaAsP-PMT array with an Airyscan detector using a 40x Plan Apo oil lens (NA = 1.3) and a 2x zoom 

on the ventral/lateral region of the embryo including the ventral furrow. Time resolution was 6.35s and 
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resolution was 800x800 pixels with bidirectional scanning. All RNAi- and overexpression-related snaMS2 

movies were performed with the following settings: GFP excitation by a 488-nm laser (7.7uW with 10x 

objective) and RFP excitation by a 561 nm were captured on a GaAsP-PMT array with an Airyscan detector 

using a 40x Plan Apo oil lens (NA = 1.3) and a 2.5x zoom on the ventral region of the embryo centered 

(25 m)  on the presumptive ventral midline. Resolution was 640x640 pixels with bidirectional scanning. 

For all imaging conditions, Airyscan processing was performed using 3D Zen Black v3.2 (Zeiss).  

Imaging of SnailLlama;His2A-RFP was performed with an LSM 880 (Zeiss). 18 Z-planes with a spacing of 1 μm 

were acquired with a time resolution of 42s/z stack. Movies were performed with the following settings: 

GFP excitation by a 488nm laser and RFP excitation by a 561nm laser captured on a GaAsP-PMT array 

using a 40x Plan Apo oil lens (NA = 1.3) at 1x zoom with resolution of 512x512 pixels. Laser power was 

measured and maintained across embryos using a ThorLabs PM100 optical power meter (ThorLabs Inc.). 

Image Analysis for MS2-MCP movies 

The intensity profile of the transcriptional sites imaged were extracted with a custom software developed 

in PythonTM 77–79 that have been previously published20 (SegmentTrackv4.0, https://github.com/ant-

trullo/SegmentTrack_v4.0). However, for this study a post-processing tool was added 

(https://github.com/ant-trullo/SpotsFiltersTool). Transcription sites were infrequently resolved in the two 

sister chromatids by the detection algorithm, potentially confounding distinguishing between chromatids 

sisters and false detection. A parameter was defined as the ratio between the convex hull surface 

determined by the two spots and their actual size. For sister chromatids the ratio will be small (< 4) since 

the two spots are close, while a false detection will generally be far from the real spot and with a small 

volume, so the ratio will be large (>4). Some blinking activation could potentially be falsely discarded with 

an overly stringent criteria for sequential frames showing activity, so spots disappearing for a certain 

number of time frames were maintained following a user-defined thresholding process.  

Single Molecule FISH 

Embryos heterozygous for the allele of interest were fixed in 10% formaldehyde/heptane for 25 minutes 

with shaking followed by storage in methanol at -20°C as previously described 19. smFISH probes were 

designed and produced with primary labelling using Quasar 670 by LGC Biosearch Technologies Inc. Probe 

sequences are listed in Supplementary Table 2. smiFISH probes were designed following a modification 

of the methodology in80 and produced by IDT.  

Embryos were prepared for smFISH as previously described20. Embryos were dehydrated with 2 × 5 min 
washes in 100% ethanol, followed by rehydration in PBT for 4 × 15 min and equilibration in 15% 
formamide/1 × SSC for 15 min. During equilibration, the probe mixture was prepared with a final 
concentration of 1 × SSC, 0.34 μg μL−1 E. coli tRNA (New England Biolabs), 15% formamide (Sigma), 5-μL 
probe, 0.2 μg μL−1 RNAse-free BSA, 2 mM vanadyl-ribonucleoside complex (New England Biolabs), and 
10.6% dextran sulfate (Sigma) in RNAse-free water. The equilibration mixture was removed and replaced 
with probe mixture, and embryos were incubated overnight in the dark at 37°C with shaking. The following 
day, embryos were rinsed twice in equilibration mix and twice in PBT, followed by DAPI staining and three 
PBT washes before mounting in ProLong Gold mounting media (Life Technologies). 
Fixed Imaging 

Fixed sample imaging was performed on an LSM 880 with Airyscan module (Zeiss). Z-planes were acquired 

with 0.33 μm spacing to a typical depth of 25-30um from the apical surface of the embryo using laser 
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scanning confocal in Airyscan super-resolution mode with a zoom of 4.0. DAPI excitation was performed 

with a 405nm laser and Q670 with a 633nm laser, with detection on a GaAsP-PMT array coupled to an 

Airyscan detector. Airyscan processing was performed using 3D Zen Black v3.2 (Zeiss) prior to analysis. 

Embryos were staged based on membrane invagination.  

Single Molecule FISH Analysis 

To analyse smFiSH data we used a custom software developed in PythonTM 77–79 that has been previously 

published81. Images were acquired in two channels, one for nuclei and the other for transcription, both in 

3D (ZXY). The transcription channel was treated with a difference of Gaussian filter and the resulting image 

was thresholded; to find the optimal threshold value the algorithm performed a systematic study over a 

range of different threshold values that could be manually inspected and selected using a graphical user 

interface tool. The detected spots were composed of both transcriptional sites and single molecules that 

were further isolated into individual populations using a classifier and a visual tool for manual corrections 

when appropriate. The nuclei channel was pre-smoothed with a Gaussian filter and user-defined 

threshold individually for each z-slice to detect nuclei in 2D in each Z-frame. These Z-frames were than 

combined in 3D to have a first structure for nuclei. The following step was to find the smallest ellipsoid 

able to contain the detected 3D nucleus, which was then defined as the final nuclear volume. Finally, the 

intersection between the major axes of the ellipsoids was identified for each plane and used to simulate 

pseudo-cells with the Voronoi algorithm. Once the pseudo-cells were defined, the spatial position of 

transcription sites and single molecules was used to assign them to the appropriate ‘cell’. As each 

transcription site and single molecule has an associated intensity, the equivalent number of mRNA 

molecules was then calculated for each transcription site.  

Data Analysis of snailLlama 

Visualization and analysis of the time series data was performed using custom software developed in 

Python™77–79 enabled by a graphical user interface (NucleiTracker3D). Raw data consisting of a two 

channel TZXY series with SnailLlama-GFP intensity and His2A-mRFP as a reference nuclear marker. The 

reference nuclear channel was pre-smoothed using a Gaussian filter, and then thresholded with an Otsu 

algorithm. The resulting connected components were labelled in 3D treated with a 3D watershed 

algorithm to separate touching nuclei. Hyper-segmented nuclei were recognized using a classifier 

algorithm previously trained to identify ‘sub-nuclear’ fragments and combine them with neighbouring 

nuclei, privileging combinations with the fewest sub-components. Segmented nuclei were tracked by 

sequentially projecting the t-1 timepoint nuclear mask onto the frame of timepoint t and tagging each 

nuclei n with the most coincident nuclear tag of the projected mask using a median filter, as nuclear 

motion between timepoints t-1 and t was less than the nuclear radius in XYZ. This 3D-tracked nuclear 

mask was then projected on the SnailLlama-GFP channel to retrieve the nuclear GFP fluorescence. For each 

time point the average nuclear out-of-pattern and in-pattern GFP signal intensity was retrieved. An 

enrichment ratio was then calculated by dividing the in-pattern by the out-of-pattern GFP signal intensity 

in a time-dependent manner82.  

Determining the dwell time from autocorrelation 

The signal autocorrelation function is defined as 𝑅(𝑡, 𝑡′) = 𝐶𝑜𝑣(𝑥(𝑡), 𝑥(𝑡′)), where 𝑥(𝑡) is the single site 

MS2 signal. For a stationary MS2 signal, this function depends only on 𝜏 = 𝑡 − 𝑡′ according to the relation: 
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𝑅 ∼ 𝐻(𝜏 + 𝑑) − 2𝐻(𝜏) + 𝐻(𝜏 − 𝑑)       (1) 

where 𝑑 is the dwell time, 𝐻(𝑥) = −𝑥𝜃(−𝑥)  and 

       (2) 

is the Heaviside function. A derivation of (1) has been previously published83. For the purposes of this 

research, the stationary signal from nuclear cycle 13 was used to fit the dwell time (Supplementary Figure 

2).  

Deconvolution analysis of the data using BurstDeconv 

We use BurstDeconv18 to obtain, for each transcription site, the sequence of processive transcription 

initiation events. We then analyse the distribution and the mean of the waiting time (t) separating 

successive transcription events. Because the process is time inhomogeneous, we perform the analysis in 

time windows of two types: 

a)       Constant repression windows obtained by the BCPD method. 

Using BCPD we determine the onset of repression and perform the analysis on the last part of the 

movie (from the onset of repression). The distribution of the waiting time tau, in this region, provides 

the information needed for identification of three state and two state transcription bursting models 

according to methods published previously18. 

b)      Narrow, moving window for pON kini estimates. 

We also define a narrow moving window centered on successive time frames and consider all the 

waiting times from all transcription sites active in the moving window. The width of the windows is 5-

8 frames, i.e. 22.7-36.3 seconds for sna. This width is enough for including a sufficiently large number 

of waiting times for an accurate estimate of the mean <τ> but not enough for an accurate estimate of 

the distribution of τ needed for the application of BurstDeconv in each window. For this reason, we 

utilize the mean, rather than the distribution of waiting times. As discussed previously27, there is a 

general formula relating the mean <τ> and pON kini , valid for all finite state Markov models, irrespective 

of their number of states. We reproduce here the reasoning leading to this formula. The mean number 

of transcription events on an interval [0,T] is T/<τ>. The same number is equal to T pON kini, because in 

the state ON, the promoter initiates with intensity kini and the total time spent in ON is T pON. It follows 

that: 

     (3)  

In order to compute <τ> we combine the nuclei coming from different movies and for each narrow 

moving window we sum over all the waiting times between all initiation events that have contributed 

to the signal within the time window, even if they are not comprised in this window. We compute the 

uncertainty bounds of the mean for each movie independently by using the central limit theorem with 
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a 95% confidence interval, and then plot the min lower bound and the max upper bound over all the 

movies.  

Bayesian Change Point Detection  

The BCPD method introduced in26 is used to determine the onset of repression by determining the 

probability of having a change point denoting a sudden change in the parameters that generate the data. 

This method learns from data the distribution of the run length 𝑟(𝑡) which is the time since the most 

recent change point. At each time step, 𝑟(𝑡) increases by 1 if there is no change in the distribution, or 

returns to zero when there is a change with a certain probability. It is based on a recursive message-

passing algorithm for the joint distribution of observations and run lengths. The algorithm assumes that: 

i) the MS2 signal follows a normal distribution with unknown mean and variance, and ii) the run length 

advances without memory, according to a geometric distribution.  

An illustration of the BCPD method is given in Supplementary Figure 4. For discretized times 𝑡 = 1,2, … 

the run length 𝑟(𝑡) is defined by the following relation: 

   (4) 

The BCPD method computes the conditional probability of the run length, given the observed values of 

the signal (Supplementary Figure 4A). The prior of this distribution is learned from the data. We have 

tested the method using synthetic data generated using the Gillespie algorithm and a two-state telegraph 

model. The model includes an RNA and a protein pool and considers self-repression by considering that 

the kinetic parameters depend on the protein level according to decreasing and increasing Hill functions, 

respectively (Supplementary Figure 4B). We have used the promoter transcription initiation events to 

compute a synthetic MS2 signal for each site. The traces generated by this model show change points 

corresponding to onset of the repression. These change points are correctly detected by the method as 

shown visually in Supplementary Figure 4 where we confirm that the switching parameters are stable 

after the change point is found. Since this is a Bayesian approach, the change point is identified with a 

probability. A threshold was imposed such that the probability p must be > 0.8 for the change to be 

retained (Supplementary Figure 4C middle vs bottom panel). Three further criteria for detecting the 

change point were applied to change point detection on experimental data. First, due to the noisy nature 

of the data, a smoothing criterion was applied. The smoothing process involves convoluting the data with 

a box filter kernel of size 2 so that the rapid fluctuations in the experimental data are attenuated in the 

smoothed data. Second, a changepoint detection window was imposed such that the selected 

changepoint was the first change point to occur after 60% of the maximum in order to eliminate 

changepoints during the post-mitotic activation period. Third, a minimal filtering criterion was applied to 

individual traces. The filtering process includes the elimination of signals in the attenuated part that are 

either 0 everywhere or have less than 5% of the mean number of initiation events before the identified 

changepoint. Our implementation of the BCPD algorithm is available via github at: 

https://github.com/mariadouaihy/BCPD_inhomogeneous_transcriptional_signal. 

The part of the MS2 signal after the repressor onset checkpoint in nc14 and the full MS2 signal in nc13 

were then used for inferring promoter models for the repressed and active phases, respectively, using 

BurstDeconv18. Model selection was performed using three fitting scores: the objective function, the 
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confidence interval of the empirical survival function and the Kolmogorov-Smirnov test comparing the 

empirical and predicted distribution of waiting time between successive transcription events18.  

qPCR analysis 

To test changes in expression of pause-related genes, 0–2 h embryos were homogenized in Trizol 

(Invitrogen) and RNA was extracted as directed by the manufacturer. Reverse transcription was 

performed using Superscript IV (Invitrogen) with random hexamers. Measurements were performed in 

biological and technical triplicate. qPCR analysis was performed using LightCycler 480 SYBR Green I Master 

Mix (Roche) using primers listed in Supplementary Table 5. Analysis was performed using Microsoft Excel 

and Prism (Graphpad v9.1.1). 

Deterministic model of repression based on a Hill function 

The key to this model is the nonlinear relation between the repressor protein concentration and the 

mRNA production rate (the Hill function model): 

     (5) 

where [protein] is the protein concentration, V is the maximal mRNA production rate, θ is the threshold 

protein concentration at half-maximal repression, and n is the Hill index. 

If the protein level and the product 𝑝𝑂𝑁𝑘𝑖𝑛𝑖 (also described in text as the inverse of <τ>, see Eq.(3)) are 

both known, Eq.(5) can be used to estimate the parameters V, , and n, with no assumption on the identity 

of the repressor or mechanism of repression.  

Minimal stochastic model of repression 

The deterministic model discussed in the previous section does not account for the observed single nuclei 

transcriptional bursting, nor for temporal variability. In order to model these phenomena, we developed 

a stochastic model of repression. The stochastic and the deterministic models are consistent with regard 

to their prediction of average properties of the population.  

To be able to understand the impact of cooperativity on repression, we have developed a simple model 

of the transcriptional process under repression, in which the transition rates between discrete promoter 

states are modulated by the repressor in a Hill-dependent manner. The objective of this mathematical 

model is to 1) see if our model is able to re-obtain the same repression behaviour using a Hill function and 

cooperativity and 2) to predict the effect of cooperativity on coordinated repression synchrony (by 

scanning over different ranges of Hill coefficient and theta’s). 

In order to build this minimal model, we build on the results of the deconvolution analysis of unrepressed 

and fully repressed phases in nc13, and nc14 respectively. According to these results, the ON->OFF1 

transition rate (𝑘1
𝑚) is the same in the repressed and unrepressed phases (Supplementary Table 4). We 

therefore decided to keep this rate constant in the model. All the other rates are a priori repressor 

dependent.  

The transcriptional process is described as a three state Markovian model and governed by the following 

set of chemical reactions: 
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      (6) 

       (7) 

      (8) 

     (9) 

     (10) 

 

where the first OFF state (OFF1) represents the PIC assembly/disassembly status. The second OFF state 
represents a repressor binding/unbinding. The state interpretation is based on the result of the parametric 
fit, see Results Section and below. The concentration of the protein snail ([Snail]) is obtained from our 
experimental data using the LlamaTag system. 

The Hill-like dependence of parameters 𝑘1
𝑝([𝑆𝑛𝑎𝑖𝑙]),  𝑘2

𝑝
([𝑆𝑛𝑎𝑖𝑙]) and 𝑘2

𝑚([𝑆𝑛𝑎𝑖𝑙]) is given by the 

equations (we use increasing and decreasing Hill functions for the ON-> OFF, and OFF-> ON transitions, 

respectively) :  

𝑘1
𝑝([𝑆𝑛𝑎𝑖𝑙])  =  (𝑘1

𝑝)𝑟𝑒𝑝  + ((𝑘1
𝑝)𝑎𝑐𝑡  −  (𝑘1

𝑝)𝑟𝑒𝑝)
𝑡ℎ𝑛ℎ

𝑡ℎ𝑛ℎ + [𝑆𝑛𝑎𝑖𝑙]𝑛ℎ   (11) 

𝑘2
𝑝([𝑆𝑛𝑎𝑖𝑙])  =  (𝑘2

𝑝)𝑟𝑒𝑝  + ((𝑘2
𝑝)𝑎𝑐𝑡  −  (𝑘2

𝑝)𝑟𝑒𝑝)
𝑡ℎ𝑛ℎ

𝑡ℎ𝑛ℎ + [𝑆𝑛𝑎𝑖𝑙]𝑛ℎ    (12) 

𝑘2
𝑚([𝑆𝑛𝑎𝑖𝑙])  =  (𝑘2

𝑚)𝑎𝑐𝑡  + ((𝑘2
𝑚)𝑟𝑒𝑝  − (𝑘2

𝑚)𝑎𝑐𝑡)
[𝑆𝑛𝑎𝑖𝑙]𝑛ℎ

𝑡ℎ𝑛ℎ + [𝑆𝑛𝑎𝑖𝑙]𝑛ℎ  (13) 

where (𝑘1
𝑝)𝑎𝑐𝑡 >  (𝑘1

𝑝)𝑟𝑒𝑝 , (𝑘2
𝑝)𝑎𝑐𝑡 >  (𝑘2

𝑝)𝑟𝑒𝑝 are OFF-> ON rates, (𝑘2
𝑚)𝑎𝑐𝑡 <  (𝑘2

𝑚)𝑟𝑒𝑝 are ON->OFF 

rates in active and repressed phases, respectively.  

Since the transcription of snail goes from a simple two-state model in the active phase to a three-state 

model in the repressed phase, we set the switching parameter (𝑘2
𝑚)𝑎𝑐𝑡  to zero, which means that this 

transition does not happen in the active phase.  

The switching parameters 𝑘𝑖𝑛𝑖, 𝑘1
𝑚, (𝑘1

𝑝)𝑎𝑐𝑡 , (𝑘1
𝑝)𝑟𝑒𝑝 , (𝑘2

𝑝)𝑟𝑒𝑝 , (𝑘2
𝑚)𝑟𝑒𝑝 were chosen equal to the already 

estimated values (𝑘𝑖𝑛𝑖)𝑛𝑐13 & 𝑟𝑒𝑝,𝑛𝑐14, (𝑘1
𝑚)𝑛𝑐13 & 𝑟𝑒𝑝,𝑛𝑐14, (𝑘1

𝑝)𝑛𝑐13,  (𝑘1
𝑝)𝑟𝑒𝑝,𝑛𝑐14, (𝑘2

𝑝)𝑟𝑒𝑝,𝑛𝑐14,

(𝑘2
𝑚)𝑟𝑒𝑝,𝑛𝑐14, in the active nc13 and repressed nc14 regimes (Supplementary Table 4, 2 state and 3 state 

non-sequential model).  

The model remains with three free parameters nh, th, (𝑘2
𝑝)𝑎𝑐𝑡that were fitted to the pON∙kINI and the 

distribution of repression onset times data. The result of the fit is given in the table below: 
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Symbol Value Justification 

𝑘𝑖𝑛𝑖 0.351 s-1 nc13 & nc14 deconvolution fit 

𝑘1
𝑚  

0.007 s-1 nc13 & nc14 deconvolution fit 

(𝑘1
𝑝)𝑎𝑐𝑡 

0.011 s-1 nc13 deconvolution fit 

(𝑘1
𝑝)𝑟𝑒𝑝 

0.001 s-1 nc14 M2 BCPD deconvolution fit 

(𝑘2
𝑚)𝑎𝑐𝑡  0 s-1 No OFF2 in active state 

(𝑘2
𝑚)𝑟𝑒𝑝 0.1125 s-1 nc14 M2 BCPD deconvolution fit 

(𝑘2
𝑝)𝑟𝑒𝑝 0.045 s-1 nc14 M2 BCPD deconvolution fit 

(𝑘2
𝑝)𝑎𝑐𝑡 

0.06 s-1 free parameter, fit of the 

minimal stochastic model 

 

The Gillespie algorithm was used to numerically simulate the model. To account for post-mitotic lag in 

transcriptional reactivation unique to each nucleus, the simulated model distribution of lag times was 

sampled from the experimental post-mitotic lag duration of the snail gene. The time points where the 

algorithm jumped to the elongation state El were used as the RNA Polymerase II initiation times. A 

synthetic MS2 signal was computed for each simulation using the parameters of the snaMS2 gene such that 

the simulated data can be compared with the experimental results in nc14. 

In order to test the dependence of the repression onset time on the Hill function parameters, 154 value 

pairs of {(k2
p)act,nh,th} were benchmarked with each simulation run for 484 sample traces and a duration 

of 30.93 min to match the time window studied for the expression of the experimental snaMS2 gene. Each 

simulation was then run for each set of {(k2
p)act,nh,th} through the BCPD algorithm to obtain the repression 

onset time. No smoothing was applied to the signal used in the stochastic model since no noise was added. 

We then chose the best values of {(k2
p)act,nh,th} that fit the data according to the sum of squared error 

between pON kini of the data and the simulations. Figure 6D-E are the results of the best fit simulations with 

given fixed parameters as indicated. Figure 6G is the result of an additional 182 simulations with a fixed 

(k2
p)act0.06 s-1 from the optimal fit parameter and free {nh,th}. The repression onset time distribution was 

not fitted, therefore the good agreement between predicted and experimental distributions validates the 

stochastic model. Snail binding site identification 

Snail ChIP data was obtained from previously published data (GSE68983)44. To identify potential 
transcription factor binding sites, we employed the FIMO (Find Individual Motif Occurrences) tool84 with 
Snail motifs obtained from the JASPAR database85. The significance threshold for motif matches was set 
at p<1e-3. Snail binding sites were queried in the local neighbourhood of the highest (>500) ChIP signal 
for Snail. 

.CC-BY-NC 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted February 6, 2024. ; https://doi.org/10.1101/2024.02.05.577724doi: bioRxiv preprint 

https://doi.org/10.1101/2024.02.05.577724
http://creativecommons.org/licenses/by-nc/4.0/


snail 24xMS2 snail UTR

mesoderm

Pimmett_Figure 1

B

C

D

A

G G’

FE

H

nc11 nc12 nc13 nc14 - early nc14 - late

His2A MCP

m
ito

si
s

m
ito

si
s

0 5 10 15
0

20

40

60

80

100

Time into nc13 (min)

Pe
rc

en
t A

ct
iv

e 
N

uc
le

i
(m

ea
n 

± 
SD

)

0 10 20 30
0

20

40

60

80

100

Time into nc14 (min)

Pe
rc

en
t A

ct
iv

e 
N

uc
le

i
(m

ea
n 

± 
SD

)

0 10 20 30
0

50

100

150

200

Time into nc14 (min)

TS
 In

te
ns

ity
/b

kg
d 

(a
u)

0 5 10 15
0

50

100

150

200

Time into nc13 (min)

TS
 In

te
ns

ity
/b

kg
d 

(a
u)

early nc14 late nc14

0-15 min 20-30 min
0

20

40

60

80

100

120

nuclear cycle 14 window

m
R

N
A 

eq
ui

va
le

nt
s/

TS

<0.0001

snail snail

0 5 10 15
0

50

100

150

200

0 5 10 15
0

50

100

150

200

0 5 10 15
0

50

100

150

200

0 5 10 15
0

50

100

150

200

Time into nc13 (min)

TS
 In

te
ns

ity
/b

kg
d 

(a
u)

0 10 20 30
0

100

200

300

400

500

0 10 20 30
0

100

200

300

400

500

0 10 20 30
0

100

200

300

400

500

0 10 20 30
0

100

200

300

400

500

Time into nc14 (min)

TS
 In

te
ns

ity
/b

kg
d 

(a
u)

.CC-BY-NC 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted February 6, 2024. ; https://doi.org/10.1101/2024.02.05.577724doi: bioRxiv preprint 

https://doi.org/10.1101/2024.02.05.577724
http://creativecommons.org/licenses/by-nc/4.0/


 

 

Figure 1: Live imaging of snail endogenous transcription demonstrates two regimes including a 
coordinated rapid transcriptional repression.  

A) Schematic view of snailMS2 allele (above) and expression domain in the embryonic mesoderm (below, 

teal). The box indicates the restricted imaging area. B) Maximum intensity Z-projection of representative 

nuclei showing MS2/MCP-GFP-bound puncta and nuclei (His2A-RFP) in sequential nuclear cycles. Scale 

bar represents 10 µm. C) Instantaneous activation percentage (mean ± SEM) curves of ventral nuclei 

during nc13 and the first 30 min of nc14. Time zero is from anaphase during nc12-nc13 and nc13-nc14 

mitosis respectively. D) Fluorescence intensity of actively transcribing nuclei (mean ± SEM) for snaMS2 

nuclei during nc13 and the first 30 minutes of nc14. Time zero is from anaphase during nc12-nc13 and 

nc13-nc14 mitosis respectively. E-F) sample single nucleus fluorescence traces in nc13 (E) and the first 30 

minutes of nc14 (F). Time zero is from anaphase during nc12-nc13 and nc13-nc14 mitosis respectively. G-

G’) Maximum intensity Z-projections of transcription site-containing volume in early (G) and late (G’) 

Drosophila mesoderm showing endogenous snail expression with single molecule fluorescent in situ 

hybridization (smFISH) in nuclear cycle 14. Large puncta (arrowheads) represent nascent transcription. 

Scale bar represents 10 m. H) Quantification of endogenous snail transcription site intensity in early and 

late nuclear cycle 14 embryos via smFISH.  

Statistics: snaMS2 nuclear cycle 13: N=4 embryos, n=274 nuclei; snaMS2 nuclear cycle 14: N=6 embryos, 

n=484 nuclei. smFISH: N=3 embryos for early and late timepoints as determined by membrane 

invagination. Significance is indicated using a one-tailed Kruskal–Wallis test. 
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Figure 2: Active repression is associated with an extra promoter state but does not affect polymerase 

initiation rates.  

A-B) Heatmap showing the number of polymerase initiation events for snail in nuclear cycle 13 (A) and 

nuclear cycle 14 (B) as a function of time. Each row represents one nucleus, and the number of Pol II 

initiation events per 30 s bin is indicated by the bin color. C-D) Kinetic parameter stability as a function of 

time for snail transcription expressed as the product of the probability to be active (pON) and the RNA 

polymerase II initiation rate (kINI) in nuclear cycle 13 (C), the first 30 minutes of nuclear cycle 14 (D), and 

nc14 repression following Bayesian Change Point Detection (BCPD). Confidence intervals are provided as 

the minimum/maximum value across individual movies (C, D) or the minimum/maximum of the combined 

dataset (D’). E) Survival function of the distribution of waiting times between polymerase initiation events 

(red circles) for snail active phase (nuclear cycle 13) transcription with the two-exponential fitting of the 

population estimated using the Kaplan–Meyer method (black line). The dashed lines indicate 95% 

confidence interval estimated based on Greenwood’s formula. The Kolmogorov-Smirnov (K-S) test verifies 

that the empirical waiting times come from the predicted distributions (small p-values mean that the null 

hypothesis is not valid). The objective function (Obj.) comes from the least squares error of the survival 

function (large values mean the error is high). A green check indicates accepted fitting. F-F’) Survival 

function of the distribution of waiting times between polymerase initiation events (red circles) for the 

repressed transcriptional phase with the two-exponential (F, inset) and three-exponential (F’, inset) fitting 

of the population estimated using the Kaplan–Meyer method (black line). The dashed lines indicate 95% 

confidence interval estimated based on Greenwood’s formula. The Kolmogorov-Smirnov (K-S) test verifies 

that the empirical waiting times come from the predicted distributions (small p-values mean that the null 

hypothesis is not valid). The objective function (Obj.) comes from the least squares error of the survival 

function (large values mean the error is high).  A red cross or green check indicates a rejected and accepted 

fitting respectively. G-H) Representation of estimated bursting dynamics for snail expression in the active 

phase (G) and repressed phase (H). Permissive ON state durations are depicted in green and inactive OFF 

states in red and orange, and probabilities of each state shown above. (See also Supplementary Table 2).  

Statistics: snailMS2 active phase: N=4 embryos, n=188 nuclei; repressed phase: N=6 embryos, n=448 nuclei. 
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Figure 3: Promoter-proximal polymerase pausing has limited correlation with transcriptional 

repression.  

A) Schematic of key components of promoter-proximal polymerase pausing imposition and release. B) 

Instantaneous activation percentage (mean ± SEM) curves of snail transcription in ventral nuclei during 

the first 30 min of nc14 for white-i control, paf1-iA and paf1-iB. Time zero is from anaphase during nc13-

nc14 mitosis. C) Fluorescence intensity of snail transcription in actively transcribing nuclei (mean ± SEM) 

during the first 30 minutes of nc14 white-i control, paf1-iAand paf1-iB. Time zero is from anaphase during 

nc13-nc14. D-F) Survival function of the distribution of waiting times between polymerase initiation 

events (red circles) for the attenuated transcriptional phase with the two-exponential fitting of the 

population estimated using the Kaplan–Meyer method (black line) in the white-i control (D), paf1-iA (E) 

and paf1-iB(F). The dashed lines indicate 95% confidence interval estimated based on Greenwood’s 

formula. The Kolmogorov-Smirnov (K-S) test verifies that the empirical waiting times come from the 

predicted distributions (small p-values mean that the null hypothesis is not valid). The objective function 

(Obj.) comes from the least squares error of the survival function (large values mean the error is high). A 

red cross indicates a rejected fitting. G) Instantaneous activation percentage (mean ± SEM) curves of snail 

transcription in ventral nuclei during the first 30 min of nc14 for GAL4>+ control and UAS:CycT. Time zero 

is from anaphase during nc13-nc14 mitosis. H) Fluorescence intensity of snail transcription in actively 

transcribing nuclei (mean ± SEM) during the first 30 minutes of nc14 for GAL4>+ control and UAS:CycT. 

Time zero is from anaphase during nc13-nc14. I-J) Survival function of the distribution of waiting times 

between polymerase initiation events (red circles) for the attenuated transcriptional phase with the two-

exponential fitting of the population estimated using the Kaplan–Meyer method (black line) in the GAL4>+ 

control (I) and UAS:CycT (J). The dashed lines indicate 95% confidence interval estimated based on 

Greenwood’s formula. The Kolmogorov-Smirnov (K-S) test verifies that the empirical waiting times come 

from the predicted distributions (small p-values mean that the null hypothesis is not valid). The objective 

function (Obj.) comes from the least squares error of the survival function (large values mean the error is 

high). A red cross indicates a rejected fitting.  

Statistics: white-i > snaMS2: N=2 embryos, n=183; paf1-iA > snaMS2: N=2 embryos, n=126 nuclei; paf1-iB > 

snaMS2: N=2 embryos, n=177; Gal4>+ > snaMS2: N= 2, n=191; UAS:CycT > snaMS2: N=2, n=154. All numbers 

indicate repressed phase only.  
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Figure 4: Capturing Snail protein dynamics and its correlation with transcription repression in living 

embryos.  

A) Schematic demonstrating the principle of the LlamaTag system. B) Schematic indicating CRISPR-

mediated genome editing of the endogenous snail locus to introduce the LlamaTag nanobody. C) 

Representative maximum intensity Z-projections of SnailLlama nuclear signal (top) and nuclei labeled with 

His2A-RFP (bottom) from nuclear cycle 12-13 mitosis until gastrulation. D-D’) Schematic of SnailLlama 

analysis showing the imaging window on the embryo, with the mesoderm/neurogenic ectoderm 

boundary indicated. The nuclear GFP intensity for both the mesoderm and neurogenic ectoderm was 

quantified as a function of time (D’). E-F) Nuclear SnailLlama enrichment ratio in nc13 (E) and the first 30 

minutes of nc14 (F) calculated as the mean nuclear GFP signal in the mesoderm relative to the neurogenic 

ectoderm, expressed as mean ± SD. G) Transcription kinetic parameters expressed as a function of time 

(teal) and Snail protein enrichment ratio (red) for the first 30 minutes of nc14. Kinetic parameters  

expressed as mean ± upper/lower bounds and protein expressed as mean ± SD.  

Statistics: snailMS2 repressed phase: N=6 embryos, n=448 nuclei; SnailLlama: N=3 embryos.  
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Figure 5: Quantifying the degree of coordination and cooperativity for Sna-mediated repression  

A-B) Snail ChIP-seq enrichment profiles at 2-4h AEL for the endogenous sna (A) and sog (B) loci (above), 

with genomic features indicated (below). Sna binding sites in ChIP-enriched regions44 identified with FIMO 

indicated with green bars. C-D) False-coloured projections from live imaging of snailMS2 (C) and sogMS2 (D) 

embryos, with active nuclei indicated in teal and inactive in grey (Supplementary Movies 1,8). E) 

Distribution of switching times for initiation of stable repression in nuclear cycle 14 for snaMS2 (E) as 

determined using Bayesian Change Point Detection. F) Hill fitting for snaMS2 with the Hill coefficient and θ 

indicated above. θ represents the repressor concentration reducing transcription intensity to half.  The 

uncertainty interval of the Hill coefficient was computed as the standard deviation of the Hill coefficient 

coming from the fitting of different snaMS2 movies. Coloured line indicates experimental kinetic parameter 

stability as a function of time expressed as the product of the probability to be active (pON) and the RNA 

polymerase II initiation rate (kINI) in the first 30 minutes of nuclear cycle 14 (mean ± upper/lower bounds). 

Black line indicates Hill function fit. G) Distribution of changepoint times for initiation of stable repression 

in nuclear cycle 14 for sogMS2 (G) as determined using Bayesian Change Point Detection. H) Hill fitting for 

sogMS2 with the Hill coefficient and θ indicated above. The uncertainty interval of the Hill coefficient was 

computed as the standard deviation of the Hill coefficient coming from the fitting of different sogMS2 

movies. Coloured line indicates experimental kinetic parameter stability as a function of time expressed 

as the product of the probability to be active (pON) and the RNA polymerase II initiation rate (kINI) in the 

first 17 minutes of nuclear cycle 14 (mean ± upper/lower bounds). Black line indicates Hill function fit. 

Statistics: snaMS2 nuclear cycle 14: N=6 embryos, n=448 nuclei; sogMS2 nuclear cycle 14: N=3, n=141 nuclei. 

All numbers indicate repressed phase only.  
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Figure 6: A minimal stochastic model reveals the impact of cooperativity on transcriptional repression. 

A) Scheme of the Markovian model. The transitions to the first OFF state (OFF1) are interpreted as PIC 

assembly/disassembly, and the transitions to the second OFF state (OFF2) as repressor binding/unbinding. 

B) Bar plot showing the changes in kinetic parameters between activation and repression phases of the 

model. C-C’) Parameters of the stochastic model showing evolution of protein level (C) and switching rates 

(C’) as a function of time. D) Best fit of modelled pON∙kini (yellow) resulting from simulations parallels the 

experimentally-derived values (teal) over 30 minutes of simulated transcription. E) Comparison of the 

BCPD-derived repression onset times for the experimentally-derived data (teal) and kernel density 

estimate for simulated data from C (yellow). Median repression onset time indicated by dashed lines. F) 

Half-height width for the distribution of the repression onset time for snaMS2 experimental data. G) 

Parameter scanning of the Hill coefficient and θ (repressor concentration reducing transcription intensity 

to half) for half-height width using the optimal fit value of kp
2. Fill colour represents half-width of the 

repression onset time distribution. Modelled half-height width for experimental sna and sog θ and Hill 

coefficient are indicated (red). H) Distribution of simulated repression onset time for various Hill 

coefficients at a fixed θ of 4. Hill coefficient for simulation is indicated on the left. I) Distribution of 

simulated repression onset time for various θ values at a fixed Hill coefficient of 9.0.  
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Supplementary Figure 1: Profiling snaMS2 allele. A) snaMS2/+ heterozygotes showing coincident labelling 
of snaMS2 allele and endogenous snail sequence at the transcription site (inset). Scale bar represents 10 

m. B) Sample membrane invagination (arrowheads) indicating partitioning of embryos into early (left) 
and late (right) nc14. C) Instantaneous activation profiles for individual snaMS2 movies during nc14. D) 
Average intensity of actively transcribing nuclei for individual snaMS2 movies (E1 to E6).  
 
Supplementary Figure 2: Autocorrelation of the sna transcription signal in nuclear cycle 13. A) Sample 
trace demonstrating autocorrelation of a snail transcription trace in nc13. B) Dwell time of the snailMS2 
signal in nuclear cycles 13 and nc14 compared to the theoretical prediction for a polymerase speed of 
25bp/s and a retention time at the transcription site of 0s.  
 
Supplementary Figure 3: Identifying steady state transcription using deconvolution. A) Deconvolution 
of each transcriptional site intensity into RNA polymerase II initiation events over time18,19. The average 
waiting time (∆i) between polymerase initiation events is calculated for all nuclei within a sliding time 
window (∆t). The inverse of ∆i is the product of the probability to be active, denoted pON, and the 
polymerase initiation rate (kINI) for the given time window. The inverse value is plotted over time as a 
proxy for the stability of the underlying transcriptional kinetic regime.  
 

Supplementary Figure 4: Bayesian Change Point Detection (BCPD) identifies active and repressed 

periods. A) Schematic depicting the run length, defined as the time from the last change of signal 

parameters, given the observed values of the signal. B) Synthetic data generated using the Gillespie 

algorithm with a two-state auto-repressive model. In this model, 𝑘𝑂𝑁and 𝑘𝑂𝐹𝐹  depend on the protein 

level according to decreasing and increasing Hill functions, respectively (top). A computed synthetic trace 

highlights a detected change point using a colour change (middle). Simulated data indicates a switch in 

global kinetic parameters (bottom). C) Synthetic traces generated using the Gillespie algorithm with their 

respective run length identified by the BCPD algorithm and classification into active and repressed states. 

D) Sample synthetic trace with no change in activation/repression is correctly detected by the BCPD 

algorithm. E) Cumulative distribution of BCPD algorithm-identified changepoints for synthetic data. 

Supplementary Figure 5: Alternative snailMS2 three-state model topologies have identical fittings. A) 

Schematic of a non-sequential RNA Polymerase II passage topology. This model does not have a direct 

transit between the non-productive OFF1 and OFF2 states. B) Schematic of a sequential passage topology 

model where RNA Polymerase II passes directly between non-productive OFF1 and OFF2 states. C, D) 

Survival function of the distribution of waiting times between polymerase initiation events (red circles) 

for the repressed period of snaMS2 transcription in nc14 with the three-exponential fitting of the 

population according to the model in A (C) or model in B (D), estimated using the Kaplan–Meyer method 

(black line). The dashed lines indicate 95% confidence interval estimated based on Greenwood’s formula. 

The Kolmogorov-Smirnov (K-S) test verifies that the empirical waiting times come from the predicted 

distributions (small p-values mean that the null hypothesis is not valid). The objective function (Obj.) 

comes from the least squares error of the survival function (large values mean the error is high).  A green 

check indicates an accepted fitting. A green check indicates an accepted fitting. Statistics: snaMS2 nuclear 

cycle 14: N=6 embryos, n=448 nuclei.  

Supplementary Figure 6: Survival functions for white-I, paf1-iA and paf1-iB. A) Schematic of Drosophila 

crosses used to generate data in Figure 3 and Supplementary Figure 6. B) RNAi knockdown efficiency 

expressed relative to white-i. C-E) Survival function of the distribution of waiting times between 
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polymerase initiation events (red circles) for white-i (C), paf1-iA (D) and paf1-iB (E) with the two-

exponential fitting of the population estimated using the Kaplan–Meyer method (black line). The dashed 

lines indicate 95% confidence interval estimated based on Greenwood’s formula. The Kolmogorov-

Smirnov (K-S) test verifies that the empirical waiting times come from the predicted distributions (small 

p-values mean that the null hypothesis is not valid). The objective function (Obj.) comes from the least 

squares error of the survival function (large values mean the error is high). A green check indicates an 

accepted fitting.  F-H) Survival function of the distribution of waiting times between polymerase initiation 

events (red circles) for white-i (F), paf1-iA (G) and paf1-iB (H) with the three-exponential fitting of the 

population estimated using the Kaplan–Meyer method (black line). The dashed lines indicate 95% 

confidence interval estimated based on Greenwood’s formula. The Kolmogorov-Smirnov (K-S) test verifies 

that the empirical waiting times come from the predicted distributions (small p-values mean that the null 

hypothesis is not valid). The objective function (Obj.) comes from the least squares error of the survival 

function (large values mean the error is high). A green check indicates an accepted fitting. Statistics: white-

i > snaMS2: N=2 embryos, n=183; paf1-iA > snaMS2: N=2 embryos, n=126; paf1-iB > snaMS2: N=2 embryos, 

n=184. 

Supplementary Figure 7: Survival functions for Gal4>+ control and UAS:CycT. A) Schematic of Drosophila 

crosses used to generate data in Figure 3 and Supplementary Figure 7. B) Overexpression efficiency 

expressed relative to Gal4>+. C-D) Survival function of the distribution of waiting times between 

polymerase initiation events (red circles) for Gal4>+ (C) and UAS:CycT (D) with the two-exponential fitting 

of the population estimated using the Kaplan–Meyer method (black line). The dashed lines indicate 95% 

confidence interval estimated based on Greenwood’s formula. The Kolmogorov-Smirnov (K-S) test verifies 

that the empirical waiting times come from the predicted distributions (small p-values mean that the null 

hypothesis is not valid). The objective function (Obj.) comes from the least squares error of the survival 

function (large values mean the error is high). A red cross indicates a rejected fitting. E-F) Survival function 

of the distribution of waiting times between polymerase initiation events (red circles) for Gal4>+ (E) and 

UAS:CycT (F) with the three-exponential fitting of the population estimated using the Kaplan–Meyer 

method (black line). The dashed lines indicate 95% confidence interval estimated based on Greenwood’s 

formula. The Kolmogorov-Smirnov (K-S) test verifies that the empirical waiting times come from the 

predicted distributions (small p-values mean that the null hypothesis is not valid). The objective function 

(Obj.) comes from the least squares error of the survival function (large values mean the error is high). A 

green check indicates an accepted fitting. Statistics: Gal4>+> snaMS2: N=2 embryos, n=191 nuclei; 

UAS:CycT> snaMS2: N=2 embryos, n=154 nuclei. 

 

Supplementary Figure 8: Sna binding profiles at selected loci. Illustrations depict the loci and regulatory 
sequences (in grey) of sna and sog, with Snail binding sites (highlighted in green) placed in regions where 
the ChIP signal of Snail44 is elevated (>500). When Sna binding sites do not overlap, the number of base 
pairs separating each other is written above or below. 
 
 

Supplementary Table 1: guide RNA sequences used to generate snailMS2 and SnailLlama CRISPR alleles. 

Supplementary Table 2: Drosophila lines used in this manuscript.  
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Supplementary Table 3: Single molecule fluorescent in situ hybridization probes for endogenous snail 

(related to Figure 1).  

Supplementary Table 4: Kinetic parameters for promoters derived from deconvolution and multi-
exponential regression fitting of live imaging data. Minimum and maximum values indicate the boundaries 
of the error interval. State durations are calculated from the provided switching rates (kn) and time 
durations for each state are provided as ‘T(state)’. State probability values are indicated as ‘p(state)’. Bold 
indicates the most parsimonious appropriate fitting of the data. The table also provides the objective 
functions and one-sided Kolmogorov-Smirnov test results.  

Supplementary Table 5: qPCR primers related to Supplemental Figures 6 and 7. 

 

Supplementary Movie 1: Description: Live imaging of snailMS2 representative of nc13-14 beginning at 

mitosis. Nuclei are detected using His2Av-mRFP and MS2 using MCP-GFP. 

Supplementary Movie 2: Description: Live imaging of mat-α:GAL4/+; nos:GAL4/+ > white-i > snailMS2 

representative of NC14 beginning at mitosis. Nuclei are detected using His2Av-mRFP and MS2 using MCP-

GFP. 

Supplementary Movie 3: Description: Live imaging of mat-α:GAL4/+; nos:GAL4/+ > paf1-iA > snailMS2 

representative of NC14 beginning at mitosis. Nuclei are detected using His2Av-mRFP and MS2 using MCP-

GFP. 

Supplementary Movie 4: Description: Live imaging of mat-α:GAL4/+; nos:GAL4/+ > paf1-iB > snailMS2 

representative of NC14 beginning at mitosis. Nuclei are detected using His2Av-mRFP and MS2 using MCP-

GFP. 

Supplementary Movie 5: Description: Live imaging of mat-α:GAL4/+; nos:GAL4/+ > + > snailMS2 

representative of NC14 beginning at mitosis. Nuclei are detected using His2Av-mRFP and MS2 using MCP-

GFP. 

Supplementary Movie 6: Description: Live imaging of mat-α:GAL4/CyO; nos:GAL4/+ > UAS:CycT > snailMS2 

representative of NC14 beginning at mitosis. Nuclei are detected using His2Av-mRFP and MS2 using MCP-

GFP. 

Supplementary Movie 7: Description: Live imaging of snaLlama representative of nc13 and nc14 beginning 

at mitosis. Nuclei are detected using His2Av-mRFP. 

Supplementary Movie 8: Description: Live imaging of sogMS2 representative of NC14 beginning at 

mitosis. Nuclei are detected using His2Av-mRFP and MS2 using MCP-GFP. 
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