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Background
Advancing healthcare research, fostering innovation, and enhancing reproducibility and 
transparency in science requires comprehensive access to datasets and effective analy-
sis tools, as well as data privacy and security measures. In healthcare, these elements 
are crucial for uncovering disease mechanisms, developing personalised treatments, and 
promoting collaborative problem-solving.

Currently, significant barriers hinder these goals. Limited access to datasets and inad-
equate analysis tools impede meaningful insights. Concerns over data privacy and secu-
rity discourage collaboration and hamper data sharing. Additionally, interoperability 
challenges and disparate data formats complicate seamless integration and comprehen-
sive analysis. Technical barriers and an exclusive research environment further restrict 
accessibility, especially for non-experts.

Various solutions have been proposed to overcome these challenges. Centralised 
repositories, workflows and cloud-based platforms, such as blockchain-based solu-
tions [1, 2], Galaxy [3], Apache Airflow [4], Nextflow [5], and Huggingface [6, 7], offer 
avenues for collaboratively storing, processing, and sharing large datasets, typically 
involving commitments such as funding, time, and trust. However, these solutions 
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it in which Users and data analysis tools Developers interact thanks to JINet’s 
interoperability primitives.
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have notable limitations that impact their effectiveness and widespread adoption. 
For instance, Apache Airflow relies heavily on third-party web services, which can be 
unstable; disruptions in these third-party services can lead to execution failures. Simi-
larly, Galaxy requires specific software and reference datasets to be available ewithin the 
Galaxy platform, increasing technical complexity. The platform also faces challenges in 
recording and exporting provenance information due to the absence of a standardised 
schema or vocabulary. Nextflow, while flexible, demands some technical skill from its 
users. Users must have some understanding of programming which requires them to 
specify software and hardware dependencies manually. This lack of standardisation in 
execution and specification complicates exploring and utilising provenance informa-
tion [8]. Thus, these solutions often fall short due to data security, patient privacy, usabil-
ity, and regulatory compliance concerns that are difficult to address [9]. Interoperability 
issues across different systems and data formats also hamper effective dataset utilisation. 
Moreover, existing platforms require significant computational resources, user train-
ing, and infrastructure, which may not be universally accessible to researchers, limiting 
widespread adoption and efficacy. Consequently, these shortcomings limit the effective-
ness and widespread adoption of data-sharing-based solutions.

To address these challenges, we introduce JINet, a novel biomedical platform  [10] 
designed for data analysis and result sharing, especially within genomic and healthcare 
domains. JINet provides a portfolio of self-contained applications that allow data to be 
analysed locally within an execution sandbox (provided by the web browser Same Origin 
Policy [11] and Content Security Policy [12]) to limit access to system resources, ensur-
ing the security and privacy of sensitive information. Unlike existing biomedical plat-
forms, which typically require data to be uploaded to remote web services, JINet runs 
analyses locally on local data, removing the dependency on external web services and 
ensuring more consistent performance. Transparently to the user, JINet locally down-
loads the selected analysis script and runs it within the user’s web browser. In doing so, 
JINet removes the privacy concerns due to the risks of transferring data via potentially 
untrustworthy channels, by removing the need to transfer data tout court, sharing analy-
sis scripts instead.

JINet aims at developing a self-sustaining community around it, composed of Appli-
cation Developers, Users, and Data Providers. Developers are incentivised to integrate 
their latest machine Learning and Data Analysis methods into JINet, making them read-
ily available to as many users as possible. Conversely, users are attracted by the platform’s 
easy access to the latest tools. To make this ecosystem self-sustainable, we ensured that 
integrating new analysis scripts into JINet is straightforward: with a simple permission 
request and script submission, they are standardised by JINet for automatic access with-
out installation requirements.

JINet provides an accessible environment for analysing healthcare datasets, empow-
ering researchers to work with data from diverse sources without compromising confi-
dentiality. As a self-contained platform, JINet democratises access to analysis pipelines 
by removing setup complexity, allowing Users with little technical proficiency to run 
complex analysis scripts. Moreover, JINet facilitates collaboration by enabling Users and 
Data Providers to share results and insights without compromising data privacy.

JINet distinguishes between Users, Application Developers, and Data Providers. 
Users, typically non-experts in programming, can run analyses without having to deal 
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with the intrinsic complexity of the application they selected and without even logging 
in to JINet. Workflows for these groups are illustrated in Fig.  1. Users browse the list 
of available applications, select the desired application, and then configure the applica-
tion parameters. Application Developers can develop and make applications available to 
regular JINet users. Data Providers are entities that voluntarily share publicly available 
datasets for public use, such as benchmark datasets or examples of structured data. This 
kind of data might include datasets used in challenges, like the Dreamdata [13], CAFA 
[14], or Kaggle [15], or sample data from specific applications.

Implementation
JINet is structured as two major components: a server and browser-based application 
runner. The server is an index of available applications and sample data. The client, run-
ning in a web browser, executes applications on user data without transmitting these 
data to the server or any other party.

JINet components

Application Runner. All JINet applications run inside a web browser sandbox on the 
user’s machine. Three runtime environments are available for Python, R, and Javascript 
applications. Python and R interpreters are compiled to WebAssembly. The Python 
interpreter is provided by Pyodide [16], and the R interpreter is provided by WebR [17]. 
This allows JINet to safely quarantine all data provided by users within the sandbox 
provided by the web browser. All network traffic to remote servers, including the JINet 
application distribution server, is encrypted with SSL. Outgoing requests are vetted by 
the browser Content Security Policy effectively preventing applications from leaking pri-
vate user-provided data.

Application Distribution Server. This component is responsible for authenticating 
users, storage and distribution of applications, and storing encrypted results (derived 
data) and sample data. Users are required to authenticate to publish an application or 
share results. Running an application does not require a login. The primary purpose of 
the application distribution server is to serve as a centralised hub and index of available 

Fig. 1  Groups of users, application developers, and data providers interact with JINet in different ways. Users select 
an application to run, provide parameters and data, run the application, and receive results. Application developers 
must login, request permission to upload applications, then upload their application, and optionally participate 
in the community on Discord. Data providers must also login, request permission to upload, then upload sample 
datasets
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applications and sample data. When a user selects an application to run, the application’s 
executable representation is transferred to the user’s web browser, where it is run by the 
Application Runner component. The application distribution server has no knowledge 
of when, how, or with which parameters a user has executed the application.

The user may decide to store the results of an application (e.g., a plot or an output file) 
on their computer. They may also choose to share the results using JINet. JINet pro-
vides a mechanism for sharing results by encrypting them in the web browser with a key 
derived from a passphrase and storing them temporarily on the server.

Security and privacy

While making scripts easy to use for non-experts, there are 2 negative security outcomes 
that JINet effectively prevents: 1) leaking user data to the internet, and 2) accessing local 
user data without explicit permission.

To avoid these negative outcomes, JINet runs all applications within the web browser 
sandbox on the user’s local machine. This means that user data is never transferred over 
the network to run an application. This sandbox is enforced by a locked-down content 
security policy that whitelists only a few required web addresses that the Application 
Runner (running in the Users web browser) is allowed to connect to:

 	• https://jinet.thecolliers.xyz the JINet application itself,
 	• https://*.r-wasm.org for the R interpreter and pre-compiled packages,
 	• https://cdn.jsdelivr.net for the Python interpreter and application styling,
 	• https://pypi.org for the Python package installer,
 	• https://files.pythonhosted.org for Python packages, and
 	• https://raw.githubusercontent.com for hosted application sources.

Importantly, this minimises the risks of adversarial or poorly written applications leak-
ing private user data by transferring those data over the internet to a server that they 
control. The web browser sandbox also effectively prevents applications from arbitrarily 
accessing files on the user’s local file system. Any local file access must be explicitly 
requested and allowed by the user before applications are given access to local files.

Sharing results

Users may share results by transferring encrypted data to the JINet application dis-
tribution server. Data is encrypted in the browser client before transmission using a 
passphrase-derived key and the browser-provided implementation of AES-256 in CBC 
mode. Before encryption, JINet computes a SHA-256 checksum of the data to be shared. 
The encrypted data and the checksum are then transmitted to the Server where they are 
stored in a database. A unique URL is returned to the sharer which they can provide 
to a receiver with the decryption passphrase via a back-channel. The encrypted data 
and checksum are transmitted to the receiver by the Server. The receiver decrypts the 
data using the shared passphrase and Application Runner checks the integrity of the 
decrypted data based on the checksum.

Submitting an application

To submit an application to JINet, developers must write a script that defines a single 
entry-point function. This function serves as the primary interface for receiving and 

https://jinet.thecolliers.xyz
https://cdn.jsdelivr.net
https://pypi.org
https://files.pythonhosted.org
https://raw.githubusercontent.com
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processing all external inputs, acting as the main gateway for executing the core logic. 
The types of arguments that the entry-point function can accept are limited by what 
JINet can display user-friendly interface controls for: filesystem paths, strings, integers, 
floats, and booleans. Developers may download dependencies and call into other func-
tions from this entry point. The authors expect developers to set up the necessary com-
putational environment (e.g., read input files from the filesystem) and then execute the 
main script functionality from the entry-point function. Due to parameter type restric-
tions, complex data structures such as data frames cannot be directly passed; instead, 
developers should accept filenames and read the data from these files.

The entry-point function must return either an HTML string or a filename. In the case 
that HTML is returned, it is embedded in the web browser interface directly for display 
to the user. Instead, if a filename is returned, a save button is displayed, allowing users to 
save the resulting file.

By following these guidelines, developers can trivially integrate analysis scripts into 
JINet, facilitating seamless data analysis without the risks of direct data sharing.

User interface

JINet is designed with user accessibility and functionality in mind. The interface consists 
of several key pages that guide the user through the various features and applications 
available on the platform.

General Information Page: the initial landing page provides general information 
about JINet, offering an overview of its capabilities and purpose. This page serves as a 
starting point for users to familiarise themselves with the platform.

Application Selection Page: this page lists all available applications that users can 
choose from. The user may filter applications by tag or by text search. Each application 
is displayed with a brief description to help users decide which analysis to run. Notably, 
running an application does not require the user to log in, ensuring ease of access and 
use.

Upon selecting an application, the user is taken to the Run page for that application, 
where the following is displayed:

 	• application name: and the version that is running,
 	• a description: of the application itself in a longer, more detailed form than in the 

application list page (this can include a link to the application source code),
 	• parameter inputs: all required parameters for the application, accompanied by 

concise descriptions;
 	• data selection: users can select local data on which the analysis will be performed.

Once all parameters are configured, and data is selected, the user can run the application 
by clicking on the "Run" button. This workflow is shown in Fig. 2 for selected applica-
tions that are available at the time of writing.

Results Retrieval and Sharing: after the application completes execution, users can 
view the results on the web page. Where an application makes its output available as a 
file, a download button will be displayed, allowing the user to save the output to a file 
outside the browser sandbox. Additionally, JINet provides an option to share results 
securely. Shared results are encrypted by the web browser before being transmitted to 
the JINet Server. Once stored on the server the user can share a link with others. The 
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recipient can decrypt the result using a passphrase set by the user who generated the 
result. JINet requires users to log in to share results to minimise the risk of server stor-
age being misused for malicious purposes.

Data Sharing and Contribution: JINet supports sample data sharing and developer 
contributions through dedicated forms:

 	• sample data upload: data owners can share non-sensitive versions of their datasets 
by logging in and requesting permission. Once granted, they can upload sample data, 
which becomes available for download by other users;

Fig. 2  Snapshots of the current JINet interface at the time of writing
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 	• application contributions: developers can contribute their applications to the 
platform. This process is similar to the data upload steps, requiring login and a 
permission request.

Results
Comparison with existing solutions

Table 1 outlines a comparison with other systems for running biomedical analyses. The 
table outlines where analysis applications are run (i.e. where user data is stored for anal-
ysis), whether result data can be shared, the relative available performance of running 
analysis scripts, the difficulty of setup for analysis applications, the difficulty of running 
analysis applications (i.e. providing correct inputs), cost, and whether there are explicit 
data privacy protections. For this comparison, “Users own computer” means any com-
puter they control. This could be a laptop they own or a server provided by an insti-
tution. The descriptions assume the common usage case without considering special 
security constraints. For example, a user’s institution security policy may block arbitrary 
network requests. In these cases, we describe this as "Arbitrary network requests are 
allowed" since it is not the system itself enforcing a security policy.

JINet combines the functionality of a typical web service for storing applications 
and example datasets while offering computing capabilities directly in the user’s web 
browser. This hybrid approach differentiates it from other platforms that primarily oper-
ate on centralised or cloud-based infrastructure. Unlike other existing platforms (e.g., 
Galaxy [3], Nextflow [5], qPortal [21], or AnVIL [22]), JINet emphasises:

 	• local execution for privacy: analyses are performed entirely on the user’s local 
machine, ensuring that sensitive biomedical data never leaves their control. This 
stands in contrast to cloud-based platforms, such as AnVIL [22] and Galaxy [3], 
which require data to be uploaded to external servers and may raise privacy concerns;

 	• accessibility for non-technical users: JINet removes the need for software 
installation or complex configurations, offering an intuitive interface that lowers the 
barrier to entry for researchers with limited programming expertise;

 	• collaborative development: JINet fosters a community-driven ecosystem 
where non-experts can access cutting-edge tools, interact with developers, and 
contribute to the creation or refinement of applications. By enabling users to share 
analysis scripts and insights rather than raw data, JINet promotes secure and open 
collaboration.

By addressing these challenges, JINet serves as an effective alternative to existing solu-
tions, offering unique advantages for users who prioritize data privacy, ease of use, and 
fostering collaboration. While systems like Galaxy [3] or Nextflow [5] excel in scalabil-
ity or advanced workflows, AnVIL [22] specialises in large-scale collaborative analysis 
on federated datasets, JINet’s design is intentionally focused on empowering a broader 
audience, connecting non-experts with experts, and encouraging the open exchange of 
knowledge and tools.
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System Data 
location

Share results? Compute performance Installation/setup required 
to install an application

JINet Users own 
computer.

Yes. Built-in. Limited by users machine and 
WebAssembly [18] overhead. 
Single process. Single thread1 .

None

Block-
chain [1]

Cloud (IPFS). Yes. Using smart 
contracts.

Limited by cloud hardware. Requires setup of Ethereum 
node and IPFS installation.

Galaxy [3] Cloud Yes. Built-in. Limited by cloud hardware. None
Apache 
Airflow [4]

Cloud No. Not built-in. 
Depends on ser-
vice provider.

Limited by cloud hardware. None

Nextflow [5] Users own 
computer or 
cloud.

No. Not built-in. Limited by hardware it is run-
ning on. Highly parallel.

Extremely difficult for non-
technical users.

Hugging-
face [6, 7]

Cloud Yes. Users can 
share models and 
results with the 
community.

Limited by cloud hardware. 
Access to higher performance 
hardware is available to paying 
customers.

None

Jupyter [19] Users own 
computer.

Not built-in. Limited by users own hardware 
and technical skill.

User must install at least a 
compatible Python inter-
preter, the Jupyter package, 
and any kernel required by 
the notebook.

Google 
Colab [20]

Cloud Yes. Built-in via 
Google Drive

Limited by cloud hardware. 
Subject to usage limits.

None

qPortal [21] Cloud 
(openBIS).

Yes. Built-in. Limited by cloud hardware. Requires setup of openBIS 
and Liferay.

AnVIL [22] Cloud Yes. Built-in. Limited by cloud hardware. None

Manual2 Users own 
computer.

Not built-in. Limited by users machine. Usually difficult for non-
technical users.

 System Easy to 
run?

Cost Privacy Category

JINet Yes. Fill out 
a form and 
click run. Ex-
amples and 
documen-
tation for 
parameters 
is available.

No cost Relies on browser sandbox 
to prevent access to system 
resources. Data does not leave 
users computer. Arbitrary 
network requests are blocked 
by the browser sandbox.

Biomedical platform.

Block-
chain [1]

Moderate. Variable (depends 
on usage).

High (due to encryption and 
decentralisation).

Data sharing platform.

Galaxy [3] Yes. Graphi-
cal work-
flows. Form 
inputs for 
applications. 
Network 
connection 
required.

No cost. Data stored on the cloud is 
public by default. Sharing “his-
tory” is not encrypted. Limited 
network access.

Biomedical platform.

Apache 
Airflow [4]

No. Difficult 
for non-
technical 
users.

Depends on cloud 
provider

Dependent on cloud operator. General purpose workflow 
orchestration.

Nextflow [5] No. Difficult 
for non-
technical 
users

No cost when run-
ning on users own 
computer.

No controls. Arbitrary network 
requests are allowed.

General purpose workflow 
orchestration.

Hugging-
face [6, 7]

Yes. Free 
(open-source).

Varies by model usage Pre-Trained Models (PTMs) 
sharing platform.

Table 1  Comparison of JINet with existing systems for running biomedical analysis applications
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Example of usage

In this section we compare the usage of JINet compared with manually setting up and 
running tasks on a laptop owned by a user and doing the same process in Galaxy [3]. The 
task is described as follows:

Download the Fisher’s Iris flower dataset  [23] from Kaggle. Create a scatter plot 
with “sepal length” on the x-axis and “petal length” on the y-axis, labelled by the 
“target” column (the species of Iris). Ideally, the plot should have a title and the axes 
should be labelled.

Set up

To use all three systems, a user must download the dataset to their laptop. Galaxy 
requires that the user then upload the data to the Galaxy web service. This can be 
achieved easily by non-technical users by pressing the download button within the Kag-
gle website then “unzipping” the downloaded file.

Using JINet

After browsing to the JINet web page, the user must select the application they need to 
complete the task. The user may select the “scatter plot” tag, or type “scatter” into the 
search bar to narrow the selection of applications to those for scatter-plotting data (See 
Fig. 3). “Scatter” stands out as potentially the correct one and the user clicks the run but-
ton where they are presented with a loading screen. The application must download 52 

 System Easy to 
run?

Cost Privacy Category

Jupyter [19] No. Difficult 
for non-
technical 
users.

No cost. No controls. Arbitrary network 
requests are allowed.

General purpose interactive 
computing platform.

Google 
Colab [20]

No. Difficult 
for non-
technical 
users

No cost for basic 
usage within 
limits. Price scales 
with performance 
requirements.

Defined by Google. Arbitrary 
network requests are allowed.

General purpose interactive 
computing platform.

qPortal [21] Moderate 
(user-friend-
ly interface).

Variable (depends 
on usage and 
resources).

High (data access regulated, 
user roles).

Biomedical data manage-
ment platform.

AnVIL [22] Moderate; 
requires 
understand-
ing of cloud 
platforms.

Pay-per-use 
(cloud-based cost 
model).

Moderate to high (FedRAMP-
certified; active threat 
monitoring).

Biomedical platform.

Manual No. Can be 
difficult, 
especially 
for non-
technical 
users. The 
user must 
know how 
to run.

No cost. No controls. Arbitrary network 
requests are allowed.

General purpose computing 
platform.

1  See Sect. Temporary limitations. 2Manual here means that a user must find the analysis tool themselves, set it up on their 
system, and understand how to run it themselves. The comparison generalises a class of tools and may not be correct for 
a specific tool in this class

Table 1  (continued) 
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MiB of compressed resources including a Python interpreter and any required Python 
modules. This takes takes approximately 30 s on a fast network or approximately 18 min 
on a simulated 3 G wireless network.

The user is then presented with a button asking them to select the folder where their 
data is (See Fig.  4a), the user selects the unzipped folder containing the Iris data and 
confirms that they want to allow JINet access to the files in this folder (See Fig.  4b). 
If this was a malicious application, it would now be able to read all of the data in the 
selected folder and sub-folders. But the data cannot be transferred to a web service con-
trolled by the malicious application developer due to the web browser enforced Content 
Security Policy. Once JINet has access to the data folder, the application parameter input 
interface is displayed as in Fig. 4c. This includes a listing of the data files available in the 
selected data directory.

The user can now fill in the form parameters as they see fit and click on the run button. 
This will execute a Python plotting script in WebAssembly on a worker thread. Once the 
script has finished executing, it returns a string of HTML which is displayed as an inter-
active plot of the input data as seen in Fig. 5a.

Manually completing the task

The user must write a plotting script for themselves or find a script already available 
elsewhere. In the case that they find the Scatter application script on the JINet git repos-
itory (available from ​h​t​t​p​s​:​​/​/​g​i​t​​h​u​b​.​c​o​​m​/​G​i​​a​d​a​L​a​​l​l​i​/​J​​I​N​e​t​/​b​​l​o​b​/​​m​a​i​n​/​​d​o​c​/​e​​x​a​m​p​l​e​​s​/​s​c​​a​
t​t​e​r​.​p​y), they must download this script, install a Python interpreter and the required 
packages that the script needs. They must then understand the script enough to deter-
mine the command line arguments that are required.

When they run the script there is likely1 nothing preventing a malicious script from 
sending the input data or any other data available on the laptop to a server controlled 

1 Unless the user has taken explicit precautions to prevent malicious activity such as running the script in a sandbox 
and disabling any network connections.

Fig. 3  A screenshot of the JINet application list page showing a filtered index of currently available applications 
tagged with “scatter plot”

 

https://github.com/GiadaLalli/JINet/blob/main/doc/examples/scatter.py
https://github.com/GiadaLalli/JINet/blob/main/doc/examples/scatter.py
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by the malicious script developer. This is not possible when running the same malicious 
application within JINet.

In this case, running the script produces a static, non-interactive image (See Fig. 5b). 
The image output is produced much faster than with JINet or Galaxy. However, in order 
to adjust the image produced, the user needs to be able to understand the programming 
language and the libraries used enough to make modifications to the script. This is in 
stark contrast to JINet and Galaxy interfaces, where adjusting parameters only requires 
changing values with intuitive and familiar user interface controls.

Using Galaxy

Galaxy has a number of very useful properties overlapping with JINet. There are many 
Galaxy instances with free access in contrast to a single instance provided by JINet. 
Users do not need to login to run individual tools. The user must trust the administra-
tors running the instance to preserve the privacy of their data, although the tools pro-
vided by Galaxy are likely to be well vetted by the community.

Fig. 4  A series of screenshots illustrating the usage of the parameter interface provided by JINet for the “Scatter” 
demo application
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After navigating to a Galaxy instance, the user must select the appropriate tool. 
Searching for “scatter” narrows the selection of tools and “Scatterplot with ggpot2” is 
one of applications that a user might choose. After clicking on the chosen application 
the user is presented with intuitive and familiar user interface controls to run the plot-
ting tool (See Fig. 6).

When the user clicks “Run tool”, the task is scheduled. Sometime later the resulting 
plot becomes available as a static non-interactive image. This is in contrast to JINet 
where the plot can be interactive.

Discussion
This section discusses the practical implications, limitations, and future directions of 
JINet. We categorise the limitations into fundamental and temporary constraints, high-
light use cases outside the scope of JINet’s current capabilities, and evaluate its perfor-
mance on a representative real-world biomedical application.

Fundamental limitations

JINet applications run within a web browser process. This makes JINet unsuitable for 
distributing computations on a compute cluster. The filesystem is represented in mem-
ory on non-Chromium-based browsers, so large files may cause the application to be 
stopped prematurely. Whether this is a fundamental limitation depends on the stan-
dardisation of native filesystem access within web browsers.

Fig. 5  Results produced by each of a JINet b Manual, and c Galaxy when plotting Iris data with “sepal length” on 
the y-axis and “petal width” on the x-axis
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Temporary limitations

JINet can still improve security, performance, and usability. There is no in-principle rea-
son the application web address allow-list should not be empty (not allowed to access 
any URL; except the JINet application distribution server) so with future engineering 
effort, JINet can become even more resistant to leaking user data. Where applications 
require extra files in order to function properly, these can be provided by JINet.

The relatively poor performance of numerical compute workloads (see Supplemen-
tary material) should disappear with time when high-performance BLAS libraries are 
packaged. Language interpreters are also continuously improving performance with an 
expectation that the performance gap between native and WebAssembly interpreters 
should be around 2×–2.5× [24].

There are remaining engineering tasks to make the platform more streamlined and 
easy-to-use. These include friendly error reporting, user interface improvements for 
users and application developers. Future updates could extend the supported language 
runtimes to include Julia and other languages, further broadening its applicability and 
versatility.

Another important limitation lies in assisting users with data that does not meet 
the requirements of an application they wish to use. JINet currently relies on users to 
ensure their datasets meet these requirements, or to identify the need for preprocess-
ing before running analyses. This limitation is mitigated in two ways. Each JINet appli-
cation may be accompanied by a sample dataset illustrating the required input format 
to allow users to compare their data against a template and determine whether prepro-
cessing is necessary. Additionally, users can request community assistance or tailored 
preprocessing applications by engaging with the community via the JINet Discord chan-
nel or the GitHub repository. While JINet does not yet offer a comprehensive suite of 

Fig. 6  A screenshot of the “scatterplot with ggplot” visualisation parameters provided by Galaxy
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preprocessing applications, data validations, or pipelining tools, these would be a very 
useful objective for future development.

Federated learning and distributed computation

JINet is not a platform for Federated Learning  [25] or distributed computation  [26]. 
These use cases address different challenges compared to JINet’s current objectives. 
While supporting such use cases would be an interesting enhancement, JINet is cur-
rently focused on enabling users to securely and easily run analysis scripts locally.

Real-world application

The “Gradient Boosting regression” demo application was created to demonstrate JINet 
on a realistic biomedical dataset and problem. This application is based on the Gradi-
ent Boosting regression example from the Scikit-learn [27] documentation which uses 
a real-world diabetes dataset [28]. This application produces plots of Deviance, Feature 
Importance, and Permutation Importance when predicting diabetes disease progression 
(the target numerical column). Maintaining the default parameters, this application runs 
in approximately 5 s within JINet and natively on the benchmark machine described in 
the Performance section of the Supplementary Material.

Conclusions
JINet is a platform designed to democratise access to effective data analysis tools while 
addressing critical challenges in data privacy, usability, and interoperability. JINet allows 
users to perform analyses without requiring software installation, configuration, or 
dependency management. By running analyses locally in a web browser, JINet ensures 
that sensitive data never needs to be transmitted to potentially untrustworthy servers, 
thereby prioritizing data security and user privacy.

For application developers, JINet provides a streamlined mechanism to publish robust 
analysis tools without the overhead of hosting and managing their own servers or devel-
oping complex user interfaces. The platform fosters a collaborative ecosystem where 
developers can easily integrate new methods, making them accessible to a broad audi-
ence, including researchers with limited technical expertise. JINet demonstrates that 
interoperability can be practically achieved while maintaining accessibility and data 
integrity/security.

Application developers have often turned to the Shiny [29] library for R to create user-
friendly, web-based interfaces for their applications. Shiny operates by running on a web 
server where data is processed and generating HTML and JavaScript that is rendered in 
a user’s web browser. However, this approach has notable limitations. When the Shiny 
server is hosted on the internet, users are required to upload their data to the server, 
which raises privacy and security concerns. Alternatively, users can choose to download 
the application to run it locally, but this requires software installation and configuration. 
Even if the application is distributed as a container image, users must still set up a con-
tainer runtime environment, adding to the complexity.

In contrast, JINet eliminates these barriers by requiring only a web browser—an appli-
cation ubiquitous across devices ranging from smartphones and workstations to televi-
sions. With JINet, users avoid the need for installations, server dependencies, or runtime 
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configurations, simplifying the process and ensuring their data remains securely on their 
local devices.

JINet addresses significant limitations in existing platforms such as Galaxy [3], Apache 
Airflow [4], and Nextflow [5]. These platforms often require substantial computational 
resources, user training, and infrastructure, which can create barriers to adoption. JINet, 
in contrast, is lightweight and intuitive, minimising these obstacles. By eliminating reli-
ance on third-party web services and cloud-based storage, JINet avoids common pitfalls 
such as execution instability and privacy concerns while enabling seamless integration of 
diverse data formats and tools.

A key advantage of JINet is its ability to balance computational scalability with pri-
vacy, usability, and accessibility. Unlike platforms like Galaxy [3], which present different 
trade-offs between complexity, computational demands, and security, JINet prioritises 
data privacy and ease of use. This trade-off positions JINet as a unique tool for address-
ing critical challenges in modern healthcare research, including limited dataset acces-
sibility and interoperability issues. By achieving these objectives, JINet represents a 
strategic step toward advancing medical research through secure, transparent, and user-
friendly data analysis solutions.
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